
Mobile devices are small and environmental 

conditions are far from being optimal. Hence, 

only few details can be perceived by the mobile 

user. The main aim of this demonstration 

consists in optimizing Standard Television 

content in respect to Mobile TV constraints. 
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This aim is realized by dividing the source video 

in two regions: the foreground and the 

background. In order to improve the visual 

quality for Mobile TV, these regions are treated 

separately. We decided to put the focus on the 

foreground by accentuating its visual 

parameters and by decreasing visibility of the 

background. This implies that the majority of 

available bitrate is dedicated to the 

foreground. 

To distinguish these two video elements, 

several methods have been proposed. One of 

these is the Bayesian background modelling for 

foreground detection1). It has already been 

implemented by taking advantage of Graphics 

Processing Units2). 

Fig.1 shows the original file and Fig.2 the 

separation into the two regions. 

We performed numerous tests with different 

settings for back- and foreground, i.e. contrast, 

saturation, hue and blur. We received the best 

results with changing the saturation and adding 

some blur (Fig.4).  Thus the foreground gets 

more visible  without disruptive transitions. In 

particular, it can be observed in Fig. 4 that the 

yellow light in the background has less impact

Fig.1: original  Fig.2: seperated

Fig.4: saturation and blur
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The results can be summarized in two points:

� By blurring the background and decreasing 

its saturation as well as increasing saturation of 

the foreground, better visibility of essential 

video parts is achieved and hence quality is 

improved.

� already marginal background changes 

reduce the bitrate of the resulting video 
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1 Porikli, F.; Tuzel, O., "Bayesian Background Modeling for Foreground Detection", ACM International Workshop on Video Surveillance

and Sensor Networks (VSSN), ISBN: 1-59593-242-9, pp. 55-28, November 2005
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Fig.3: original  

on the Human Visual System (HVS) whereas the 

faces as well as the actress hair are more 

intensively coloured. Furthermore, the 

skyscrapers are blurred. Hence, observers focus 

is put on the acting part of the movie.
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