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Abstract—High quality and sustained multi media experience
is expected to be a major feature of the Future Mobile Internet
(FMI). Currently deployed novel mobile network technologies
such as LTE (Long Term Evolution) make use of the Internet
and its best-effort TCP/IP protocol stack to enable applications.
The orientation towards TCP/IP is logical due to the success of
the Internet. However, TCP/IP still provides almost no support
for Quality of Service (QoS). Hence, it seams to be a contradiction
that high quality services can be reached by TCP/IP.

In this contribution, we discuss recent advances for sustained
high quality multi media experience in FMI. Therefore, we first
cast some new lights on the achievement in video streaming. We
review the LTE and EPS (Evolved Packet System) architecture
of the anticipated FMI, and discuss particularly the concept
of bearers, which is also used an abstraction for QoS support.
Subsequently, we introduce new network concepts which might
contribute to improved QoS and performance management in the
FMI such as flow-based QoS enforcement in routers, Network
Virtualization, and Network Federation. Based on this analysis,
we develop an initial service for supporting improved flow
management for video streaming service in the FMI. Finally, we
outline how flow management can improve the quality of videos,
but outline also what happens if inappropriate flow switching
mechanisms are applied.

I. INTRODUCTION

Currently deployed, novel mobile network technologies,
such as LTE (Long Term Evolution) make use of the Internet
and its best-effort TCP/IP protocol. The use of TCP/IP is
logical due to the success of the Internet, but is also remarkable
since the TCP/IP concept provides two abstraction levels,
which might be contradicting to current concepts of services
in public land mobile networks (PLMN). The first abstraction
level is the IP packet, also known as IP-over-x. It permits
packet transport without knowing the details of the transmis-
sion. The second abstraction is obtained by the socket concept,
c.f. [1]. Sockets form a very simple interface to data transfer
services of best-effort type only The traditional strength of
PLMNs, however, is the provisioning of high quality-services.

LTE is now expected to elevate the end-user experience for
IP-based application to levels equal to wire-line networks. The
implementation of this aim, though, leads to new problems.
According to [2], “the dilemma for carriers (...) is that LTE’s
all-IP architecture will create a more open environment for

Over the Top (OTT) applications, including VoIP services,
which threaten to further commoditize the network”. A pos-
sible converged Future Mobile Internet (FMI) architecture
that encompasses different technical domains (wireline and
wireless, decentralized and operator-centric) should address
the specifics of the different notions of services. The expected
polymorphic architecture for the Future Internet (FI) [3] might
facilitate different notions of services in the FMI. However,
the currently discussed high-level architectures for FI, e.g. as
investigated in the GENI (Global Environment for Network
Innovation) project [4] or the MANA architecture [5], do not
detail mechanisms for service differentiation and sustained
service provisioning that can be applied in concrete network
deployments, such as LTE.

In this contribution, we outline first in Sec. II the concept for
sustained multi media experience, such as continuous video
transmission in FMI systems. Therefore, we first cast some
lights on the requirements for continuous video streaming.
After that, we review the LTE and EPS (Evolved Packet
System) architecture of the anticipated Future Mobile Internet
(FMI). We discuss in particular the concept of bearers, which
are the abstraction concept for data flows and the QoS support
mechanism in LTE/EPS. Subsequently, we discuss new net-
work concepts which might contribute to improved QoS and
performance management in the FMI such as flow-based QoS
enforcement in routers, Network Virtualization, and Network
Federation. Based on this analysis, we develop in Sec. III an
initial service for supporting improved flow management for
video streaming service in the FMI. Finally, we outline in
Sec. IV how flow management can improve the quality of
videos, but also what happens if inappropriate flow switching
mechanisms are used. Finally, Sec. V summarized the our
findings.

II. MECHANISMS AND ARCHITECTURE FOR SUSTAINED
VIDEO AND MULTI MEDIA EXPERIENCE

A. Modern Video Codecs

General Concepts. One central feature of modern video
codecs is the hierarchical syntax for describing the video
stream and layered video coding as a stream of data with
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Fig. 1. Hierarchical Syntax for Video Sequences [6]

	  
Fig. 2. Layered Video Coding [6]

defined starting points of objects in the stream, cf. Figure 1.
These points are needed for decoding, inter-frame coding for
higher coding efficiency (e.g. to support motion-compensated
prediction), and for permitting adaptable picture resolutions.
The layered video coding concept denotes the feature that a
video sequence consists of multiple layers, cf. Figure 2. The
availability of multiple layers at the decoder will improve the
quality of the video, i.e. the more layers are available, the
higher the quality is. In this way, multiple layers permit scal-
ability in the video quality. Here, the term temporal scalability
denotes the increase of the frame rate by additional layers,
thus improving the motion perception of viewers. Additionally,
the concept of spatial scalability describes the feature that the
availability of multiple layers permits a picture with higher
resolution.

Container Formats. Advances in modern multimedia con-
tent lead to the combination of different media types for
a content. The content is wrapped in a file object called
container. Containers comprise multiple types of different
multimedia data. The container format specifies how data and
meta-data is stored, rather than how it is coded. For example,
a movie comprises a video track, but potentially multiple
audio tracks, e.g. for different languages, and other types of
information such as subtitles. Furthermore, the container may
include meta-data such coding and accounting information.

H.264. Due to its capability to be applied in a large variety
of scenarios, the H.264 video codec standard (in full denoted
as H.264/AVC – Advanced Video Codec) [7], [8] is expected
to become the most applied video codec. These scenarios
range from professional high-definition (HD) video coding
for digital production, HD and SD television, and even very
low bit-rate applications such as MobileTV. Moreover, it is
highly flexible the video resolutions and imposes relatively low
computational requirements on the decoders. Thus, a number

	  
Fig. 3. Structure of H.264/AVC video encoder, cf. [8]

of Web2.0 video services now apply H.264, such as YouTube.
The structure of the H.264 codec is depicted in Figure 3.

To address the need for flexibility and customizability, the
H.264/AVC design covers a Video Coding Layer (VCL),
which is designed to efficiently represent the video content,
and a Network Adaptation Layer (NAL) described below.

The H.264 Network Adaptation Layer. The NAL formats
the VCL representation of the video and provides header
information in a manner appropriate for conveyance by par-
ticular transport layers (such as Real Time Transport Protocol,
RTP) or storage media. It enables the mapping of VCL data
to transport layer such as RTP/IP for any kind of real-time
wire-line and wireless Internet services (conversational and
streaming) or file formats, e.g. ISO MP4 for storage and
multimedia messaging services, cf. [8]

In general, the NALs major subtasks within the mapping
of the slice structure from the VCL to transport layer are the
insertion of control and header information, and the framing,
encapsulation and interleaving of slice data for increased ro-
bustness during transport. Other subtasks of the NAL are setup
and closing of logical channels and timing and synchronization
issues.

Flash Video is currently a pair of container file formats used
for the transport of video for the Adobe Flash Player (versions
6-10). Flash Video content may also be embedded within
Shockwave Flash (SWF) files [9]. Though the Flash Video
container format itself is published, most of the compression
formats used with it are patented, for example Flash Video
FLV files contains material typically coded as Sorenson Spark
or VP6 video compression formats. However, the most recent
public releases of Flash Player also support H.264 video and
HE-AAC audio.

The HTML5 Video tag is a markup language tag introduced
in the HTML5 draft specification [10], adding support for
embedding video. The current HTML5 draft specification,
however, does not specify which video formats browsers
should support in the video tag. User agents are free to support
any video and container formats they feel are appropriate.
After some discussions, H.264 now gets support for being the
preferred video codec for HTML5 [11].

B. EPS Architecture and Challenges for the Bearer Concept

EPS. The Evolved Packet System (EPS) can be considered
as an evolutionary step towards the notion of the future mobile
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Fig. 4. Bearer concept in EPS

Internet. The term EPS defines a new radio interface for
the cellular access named LTE long term evolution and a
simplified and converged core network architecture EPC the
evolved packet core. 3GPP has specified the EPS architecture
to enable higher bandwidth for the cellular access at lower cost
compared to UMTS due to higher spectral efficiency and less
effort for operation and maintenance. The EPC is a packet-only
core network, which can terminate diverse types of cellular
accesses including legacy technology (e.g. UMTS, GSM) as
well as non 3GPP access types and facilitate handover between
these accesses. The architecture of EPC follows a split between
control and data plane entities. The latter consists of two
logical entities, the eNodeB (evolved NodeB) and the SAE-
GW (Service Architecture Evolution GateWay). The eNodeB
includes the radio interface to the end user, whereas the SAE-
GW terminates the data plane services within the domain
of the mobile access provider and represents the interface
towards external networks, typically the Internet. This is a
great simplification in comparison to legacy networks like
UMTS, where parallel structures exist for circuit-switched and
packet-switched data paths. The SAE-GW combines functions
of two logical entities, the Serving Gateway (S-GW) and the
Packet Data Network Gateway (PDN-GW or P-GW). The S-
GW handles mobility when a UE moves between the same or
different type of 3GPP access, whereas the PDN-GW, among
other tasks, facilitates handover between 3GPP (e.g. LTE or
UMTS ) and non 3GPP (e.g. WIFI or WIMAX) networks.

QoS in the EPS. In general, the QoS concept in the EPS
for services [12] is based on the notion of bearers and was
designed, amongst other, especially for supporting streaming
applications, e.g streaming video. In 3GPP networks a bearer
represents the data path between the UE and the PDN-GW,
i.e. an end-to-end service between UE and any other node
in the Internet depends on the resources associated with the
bearer, cf. Figure 4. A default bearer is established once the
UE attaches to the radio access. For this purpose control plane
components of the EPC are involved. The MME (mobility
management entity) supports the bearer setup by selecting
appropriate gateway nodes (S-GW and P-GW). During the
setup another control plane entity is involved to allocate the
resources that should be assigned to the default bearer ac-
cording to pre-defined policy rules. The PCRF (policy control

and charging rules function) is responsible for this task. Once
the resources are committed by EPC, the MME returns this
information to the eNodeB, so that the radio scheduler can
setup the correct behavior within the radio access. Effectively
the EPS bearer is a virtual construct, which consists of the
radio bearer and a further bearer between eNodeB and S-GW.
Another bearer does only exist, if the SAE-GW is split into
different physical nodes for S-GW and P-GW, cf. Figure 4.
Each of these bearers is associated with a tunnel, i.e. the EPS
bearer represents the concatenation of the underlying bearers
with respective tunnel endpoint identifiers for a specific bearer.
Each EPS bearer can carry a set of data flows, all assigned
with the same QoS forwarding behavior. As a consequence,
a user needs to setup an additional dedicated bearer, if an
application requests QoS treatment, which cant be satisfied
by the default bearer. Additional dedicated bearers may be
established, if a user needs further differentiated QoS treatment
in case this is supported by the operator policies. Up to the
writing of this paper, the feature of dedicated bearer is not
yet supported by most UEs and mobile networks. After this
excursion into the specifics of the bearer concept, we describe
remaining technical challenges for the bearer concept.

Handover and bearer modification: When a terminal
changes access to a different cellular access the EPS bearer
needs to be linked to a different path in the network, at least
the radio bearer is affected by this change. In general a bearer
modification procedure has to be initiated in order to make
this change happen. However QoS might have to be adapted as
well according to the changed conditions. As a consequence
another bearer modification procedure needs to be triggered
right after the first one. In order to reduce the amount of
signaling and enable fast adaptation mechanisms to changed
conditions (such as caused by handover), improvement of the
existing procedure should be targeted.

Cell load aware traffic management: Mobile operators in
many cases complain about unfair usage of resource by certain
application, such as P2P. Congestion usually occurs within
specific radio cells - the EPC is not necessarily the source
of the problem. Due to the algorithm in the radio scheduler
all flows in the cell are impaired in case of high traffic load,
even the traffic belonging to QoS classes with higher priority.
This is because the scheduler does not assign fixed bandwidth
portions to all configured classes. On the other hand the current
layout of the architecture does not enable QoS enforcement
within the radio access. There is no access from this location
to QoS policy information related user or application data.
This information is provided by the PCRF entity. In contrast
policy enforcement can be done at the gateway nodes, such as
P-GW. But at this node there is no information related to high
load situations in specific radio cells. Applying general priority
schemes at P-GW for downgrading traffic related to certain
users or applications is ineffective. Such approach would not
just pre-empt low priority traffic in congested cells but in all
other cells as well.
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Fig. 5. A general flow-based forwarding architecture [13]

C. New Networking Concepts for the Future Mobile Internet

As outlined above, the upcoming large available access
bandwidths in the MFI, e.g. due to the LTE radio interface
technology, will require to refocus traffic and performance
management mechanisms to core networks. Hence, we will
outline next mechanisms which are applied this part of the
EPS. In particular, we will start with the discussion of flow
management concepts to similarity of the concepts of flows
and bearers.

Flow-based QoS Enforcement. Sophisticated flow man-
agement is suggested to overcome disadvantages of DiffServ-
like QoS architectures in routers [13]. The major ideas are
that a) each packet contains the full information to assign
it to a flow it belongs to, and b) that flow handling and
packet forwarding are reversed. Reversing means in this con-
text that flow information can be derived either from the
header of the packet (e.g. the source/destination IP address,
source/destination port, protocol) or in conjunction with the
payload (which is identifiable by deep packet inspection).
Sophisticated flow management identifies and imposes QoS
actions before the packets of a flow are forwarded.

Figure 5 shows a general flow-based forwarding architecture
derived from [13]. In Step 1, the Flow Engine computes a hash
value for each packet’s header. If there is a corresponding
entry in the hash table then the packet either goes directly
to the output port (Step 3), or might be discarded (Step 2).
Due to the hash table, the Routing Engine is only consulted
when the flow is seen for the first time. Then, the hash
value and flow characteristics (such as header values, next
hop, etc.) are stored there. The Flow Engine keeps track
of each flow’s characteristics, e.g. its duration or throughput
for dedicated QoS enforcement. Additionally, the output can
provide feedback to the Flow Engine (Step 4), e.g. on queue
lengths or available bandwidth. Hence, flow-based forwarding
may enforce QoS policies similar to DiffServ architecture.
However, this architecture can perform the task in a more fine
grained way since it can use the whole flow information for
QoS enforcement decisions.

Network Virtualization. Virtualization of operating sys-
tems has become recently very popular due to its capability
to consolidate multiple virtual servers into a single physical
machine [14], [15]. Virtualization can be used to consolidate
physical resources to reduce power consumption, maintenance
and management costs. In addition, by loosening the binding

of services to the physical resources providing those ser-
vices, virtualization increases reconfiguration flexibility. The
potential of virtualization technology to increase reliability,
availability, and serviceability.

In sharing mode, the virtualization mechanism makes up
multiple virtual resources from a single physical one and
provides them to the upper layer, cf. Figure 6. Hereby, the
sharing is coordinated and controlled by the virtual machine
monitor (VMM) (or hypervisor). For example, the VMM cuts
the CPU time into slices and assigns them to virtual machines
(VMs) as virtual CPUs. Isolation and safe partitioning are key
features of this type of virtualization at the hardware level.

Network Virtualization (NV) can be viewed as a transition
of the operating system virtualization into the networking
area. NV technologies cut the physical network into virtual
network slices in parallel to cutting CPUs into slice, e.g. time
slices. Thus, NV allows the simultaneous operation of multiple
logical networks, often denoted as as overlays, on a single
physical platform. NV permits distributed participants to create
almost instantly their own network slice with application-
specific naming, routing, and resource management mecha-
nisms. Hence, network virtualization recently received tremen-
dous attention since it is expected to be one of the major
paradigms for the Future Internet as proposed by numerous
international initiatives on future networks.

Network Federation. A solution to overcome shortcomings
of todays Internet in the FI is to the concept of Network
Federation (NF) [16], [4]. NF will facilitate new ways of
collaborations of network resources. NF means the voluntary
contribution of network resources and cooperation of networks
for a limited lifetime, e.g. like resources provided by peers
in an overlay. In detail, NF permits the interconnection of
independently-owned and autonomously administered NV in-
frastructures in a way that permits their owners to define
resource usage and allocation policies for the infrastructure
under their control, operators to manage their infrastructures,
and researchers to create and populate overlays, allocate
resources to them, and run, currently experiment-specific,
software in them. Figure 7 outlines the concept of federation.
An experiment, later an application, combines resources which
like to collaborate and thus, specifies a slice span across
multiple providers, technologies, and even other countries. Due
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Fig. 6. Virtulization for sharing the access to resource [15]
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to the willingness of the resources to cooperate, NF is inher-
ently suited for inter-domain performance management. This
feature gives raise to the hope that NV enables long-desired
features such inter-domain QoS and resilience. In Figure 7, for
example, the brighter networks mark the cooperating system
which provide for QoS, e.g. by some of them using flow-
routing techniques (see above). Since the slice contains only
willing networks, a data path doesn’t pass through systems
which are not able or incline supporting QoS.

D. Summary

Network Federation combined with Network Virtualization
might provide the required adaptivity and integration of re-
sources for the FI. Hereby, NV permits vertical integration that
means the parallel operation of multiple networks in a single
and basic infrastructure. NF facilitates horizontal integration,
i.e. the integration of spatially distributed networks that are
willing to collaborate. Moreover, if flow-routing or flow-
switching concepts are applied then a fine-grained support of
end-to-end QoS, in particular for video stream, appears to be
possible. The flexibility of NV-based systems, the integration
and cooperation features of NF and the use of the flow
concept for traffic management, are expect to provide for a
sustained multi media experience in the FMI. However, the
above outlined technologies still miss an important part, which
is the collaboration of the different layers. This feature will
be addressed next.

III. THE RESOURCE INFORMATION SERVICE

The previous discussion underlined that traffic management
for overlays in the EPC cannot be accomplished by a sin-
gle mechanism only. Traffic management is apparently most
efficient when it is carried out on the virtual topology of
overlays, i.e. when it interferes with the selection of nodes
and the set-up of virtual connections. It should also exploit
the parallels between bearers and virtual flows, e.g. by smart
flow handling in routers or by flow management in the core
network. The traffic management should also consider the
quality and availability of physical resources in the transport
system. Thus, the application overlay topology is made to
match the resources provided by the underlay in the best
possible way. A cooperation between the layers is needed so
that the application overlay can optimally utilize the physical
resources, cf. [18].
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Fig. 8. Integrated, layer-cooperative traffic management

The RIS Concept

In order to enable cooperation between the EPS and the
application overlay in an ordered way, we suggest the in-
troduction of a Resource Information Service (RIS). The RIS
offers its capabilities as a service, thus allowing for different
types of cooperation between applications and the EPS. It will
collect information about the EPS, the quality of application
overlay nodes (respectively of application overlay elements)
in the EPS, and, if possible, also in the PDN. Finally, it and
may provide this information to other overlay elements for
peer selection. The structure of the RIS service is depicted
in Figure 8. The RIS might mediate information between
the application overlay and traffic management mechanisms
on different layers such as caching, peer selection, or flow
switching.

IV. PERFORMANCE IMPACTS ON VIDEO STREAMS

As a proof of concept for path selection by a RIS instance,
a prototype routing overlay was implemented in the Seattle
Internet testbed [19]. Seattle provides an isolated virtual envi-
ronment in which programs (called experiments) written in a
restricted subset of the Python scripting language run. Seattle
nodes generally use resources on donated machines, ranging
from desktop PC’s to smart phones. For this reason, care is
taken that the virtual environment consumes minute amounts
of the physical resources only, e.g. no more than 10kBps of
network bandwidth, a small number of sockets, 5% of the
CPU, etc. Furthermore, the experiments are not permitted to
read or write anything other than their own files on the local
system. What makes Seattle interesting for the purpose of
prototyping a RIS is the distribution of Seattle nodes on the
Internet (as opposed to a clean-room lab implementation with
known conditions on the links, or a university-centric testbed
such as Planetlab), and its well-designed restricted Python
programming environment that offers a lot of abstraction for
easy networking.

The principal demo scenario implemented for preliminary
performance evaluation is seen in Figure 9. The source and
destination, as well as the virtual routers (of which only one
is shown) are Seattle nodes and participate in the routing
overlay. In our setup, the experiment controller is on the same
LAN as the video source and destination, but is not a Seattle
node. The controller determines the overlay route through
which the RTP/UDP-based video stream from the source to the
destination is transmitted. By sending appropriate commands,
it can reroute the stream on the fly. As indicated before, the
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Fig. 10. RTP sequence number lag at the receiver

Seattle nodes the virtual routers run on are located on the
public Internet at arbitrary locations.

As a measure of performance for the current route of the
video stream through the overlay, we look at the RTP sequence
number lag at the receiver, i.e. which RTP sequence number
has already been played out by the source, but has not yet
been received at the sink. For the first 100 seconds of the
experiment, we notice little lag, although the route is changed
at 50 seconds to include an additional hop.

At 100 seconds, we increase the network load on one
overlay router by forcing the stream to go through it two times.
Since Seattle limits the bandwidth per experiment, we would
at first expect some kind of loss happening since UDP has
no way of adapting the sender bandwidth to the receiver’s
capability. Interestingly, rather than dropping packets right
away, the virtual router is seen to introduce an increasing
amount of delay on the packets. It is only after additional
50 seconds that the lag between source and destination RTP
sequence number stabilizes. At this point in time, the virtual
router finally does drop packets. When, at 250 seconds, the
overload condition is removed, some highly delayed packets
and some packets with less delay are seen. The lag finally
decreases to levels similar to the start of the experiment.

The reason for this buildup of lag lies in the way UDP
socket buffer management works between an operating system
(OS) and an application. The OS provides a certain amount
of receive buffer space per socket. It will fill that space at
the rate the sender sends packets, and drop packets when the
buffer is full, implementing a tail-drop queue. The application
can adjust its readout rate from the other side of the buffer, but
that does not imply the OS is forced to receive packets more
slowly. If, as in our case, the application feeds the output of its
receive buffer to the input, every packet experiences additional
delay, and has a higher probability of loss due to the buffer
being full. In our experiment, the maximum delay was 15
seconds, with the loss reaching 27%.

V. CONCLUSION

In this contribution, we first outline the ways and require-
ments of video streaming in the MFI, as wellthe capabilities of
supporting QoS in EPS by the use of the bearer concept. It be-
came evident that flow management will a major performance
management mechanism in the MFI. Such flow management
can be achieved by flow-based routing/switching and flow-
supporting NV and NF. The coordination of the different
flow management mechanisms can be achieved by a Resource
Information Service. Flow management might improve the
QoS, however, significant care should be applied when imple-
menting flow switching mechanism. Flow management will
impose significant signaling on the control elements of the
core network. Hence, we expect that novel load models for
such elements will be needed.
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