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Abstract. In this paper we describe an approach for using semantic
annotations of process models to support business process benchmark-
ing. We show how semantic annotations can support the preparation
of process benchmarking data by adding machine-processable semantic
information to existing process models without modifying the original
modeling language, conduct semantic analyses for the purpose of per-
formance measurement, and obfuscate the information contained in the
models for ensuring confidentiality. The approach has been implemented
on the ADOxx platform and applied to two use cases for a first evalua-
tion.
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1 Introduction

Evaluating the performance of business processes and comparing it to internal
and external benchmarks is an essential aspect in performance management [1].
The core feature of such benchmarks is to learn from others and then adapt
one’s own processes in order to gain competitiveness [2]. In this way, large, global
companies aim today for the spreading and homogenization of their internal best
practices across their units [3]. However, as processes are today also viewed as
assets that represent the actual know-how platform of an organization and are
thus essential for the creation of competitive advantage [4, 5], benchmarking
should also allow for the combination with individual, innovative solutions [6].

As a basis for business process benchmarking it can be reverted to graphical
modeling languages [7]. These can act as a foundation for process benchmarking
by providing a machine-processable representation that can be easily shared
between interested parties. However, as benchmarking may require additional or
different information than was originally conceived when creating the models,
additional manual effort is needed to prepare suitable models [8]. This concerns
especially the requirements of comparability and confidentiality as well as the
content-based analysis of the models.

To support users in preparing such data for analyses and benchmarking,
we will describe an approach that builds upon semantically annotated process
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models. Thereby, the preparation and analysis of the process data is supported in
the following ways: Through annotations with terms from a shared vocabulary
the comparability of individually created process models can be ensured. In
addition, we will show how semantic annotations enable ex-post analyses of the
semantic content of the process models to semi-automate complex analysis tasks.
Furthermore, the annotations create the basis for an obfuscation mechanism that
deals with sensitive information and acts as an additional incentive to share
the data. The remainder of the paper is structured as follows: In section 2 we
will outline the foundations for our approach which will allow us to describe
the approach in section 3. Section 4 shows the implementation and application
to two uses cases, section 5 discusses the relations to existing approaches and
section 6 will conclude the paper with an outlook on the future steps.

2 Foundations

In this section we will give a brief outline of the foundations for our approach.
In particular, we will describe the aspects of business process benchmarking, the
role of conceptual modeling for supporting benchmarking, and the characteristics
of semantic annotations of conceptual models that are relevant for our approach.

2.1 Business Process Benchmarking

Benchmarking in general refers to the continuous measurement and comparison
of an organization against other organizations, in particular business leaders,
to get information helping to improve its performance [2, 1, 8]. Thereby, it is
aimed at establishing objective measures of an organization’s performance, the
adaptation of best practices, and the incentive for introducing new and inno-
vative concepts [6]. Traditionally, a distinction has been made between internal
benchmarking, competitive benchmarking, and generic benchmarking [2, 9]. In-
ternal benchmarking is particularly used in large organizations and characterizes
comparisons against other units in the same organization. In competitive bench-
marking the own performance of an organization is compared to its direct com-
petitors and in generic benchmarking the comparison is performed regardless of
industry. Especially in competitive benchmarking, confidentiality and sensitivity
of data and information may pose potential problems. This concerns in particu-
lar business process benchmarking, which measures, compares, and exchanges the
practices and ways of performing and not only the pure levels of performance [2].
Business process benchmarking is therefore able to give deeper insights into the
capability and choices for improving an organization’s performance.

Typically, business process benchmarking is comprised of four steps: The
planning of the benchmarking project, the collection of process data, the analysis
of the data for results, and the adaptation for improvement [1]. In the following
we will focus on the collection of process data and the analysis of the data.
In this way, at first the business processes to be benchmarked are selected and
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key process performance indicators are determined. Due to the large number of
existing metrics we refer to a recent survey by Heinrich and Paech who compiled
quality characteristics for process activities, actors, and inputs and outputs [10].
The comparison of these indicators then shows how much process improvement
is possible in relation to the benchmarking partner, whereas the comparison of
qualitative process information, i.e. the process flow, gives detailed insights on
where and how improvements can be achieved [9].

2.2 Conceptual Process Models for Benchmarking

As mentioned in the introduction, organizations today often represent the knowl-
edge about their business processes in the form of conceptual graphical mod-
els [7]. These are based on a modeling language with a formal syntax and a
graphical notation that can serve as a basis for the implementation of accord-
ing model editors [11]. One particular aspect - which we will show is of major
importance for a machine-based support of benchmarking - is that the seman-
tics of the labels in conceptual models are not formally defined but given in
natural language [12]. This stems from the goal of conceptual modeling to sup-
port human communication and understanding, which does not require a formal
representation of the meaning [13]. Although this greatly eases the understand-
ing and handling of these types of modeling languages and has contributed to
their widespread use [14], it also limits the options for processing the contained
information with algorithms.

Check fax 
order from 
customer

…

Ac�vity

Abstract Syntax

Concrete Syntax

Execu�on 
Time

00:00:01:00

FORALL x:instanceOf(“Activity”)
TotalExecutionTime +=   
x.ExecutionTime;

ENDFORALL

…

instance Of instance Of

Algorithm

Fig. 1. Illustration of an Algorithm based on the Abstract and Concrete Syntax of a
Business Process Model

For illustrating this with an example consider an abstract syntax element
with the label ”activity” (see also figure 1). To correctly interpret this element
a semantic description has to be supplied for it. Thereby, it can be defined that
elements of this type consume time, whose quantity is specified by the attached
attribute ”execution time”. Among the many ways of expressing such semantic
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descriptions, one approach is to create an algorithm that explicitly references
elements of the abstract syntax and can thus also process their instantiations. In
this way semantic definitions may be specified independently of the instantiations
of the element as they are targeted towards the abstract syntax that is the same
for all resulting models.

However, when an element is instantiated, a user typically adds a label and
a description to the element. Following the example, a label for the activity
element could be ”Check fax order from customer”, together with a textual
description that explains in detail which aspects should be checked. Without
further specification, the semantic information contained in these natural lan-
guage descriptions cannot be directly processed by an algorithm as no formal
interpretation has been defined. In contrast to the specification of formal seman-
tics for the abstract syntax, this semantic information entirely depends on the
choice of the user at the time of creating a model and is not a-priori known.

When applying these considerations to benchmarking, an essential aspect
is the computation of selected key performance indicators based on the process
data. In particular, several types of indicators can already be derived by accessing
the structural properties of the process models via their abstract syntax. This
includes static metrics such as the number of events, activities or decisions as well
as flow metrics such as the number of loops, parallel paths, joins or splits [15].
However, a large part of quality metrics require the interpretation of the content
of the business processes. Examples for such metrics include but are not limited
to the number of media disruptions, the fault density, the degree of automation
or the effectiveness of documentation [10].

Depending on the type of the used modeling language, this information may
however not be at all or only partly expressible by the abstract syntax. It may be
at best added by the user through the labels in natural language at the time of
modeling. And even more, it could also be the case that the labels alone do not
reflect this information at all, but that it actually has to be added by the user
specifically for the purpose of benchmarking. When aiming for an algorithmic
support of benchmarking, it is though necessary to lift this information to a
concept-based level where this information is provided in a machine-processable
format.

2.3 Semantic Annotation of Conceptual Process Models

In order to explicate such semantic information it can be chosen from several
directions. One is to create a new modeling language, either from scratch or by
extending an existing one. This allows defining or extending the abstract syntax
in a way that the parts of the semantic information, which are necessary for a
particular algorithm can be expressed. It also implies however, that the modeling
language and according models can be adapted in this way. Typically, this is ac-
complished by introducing new elements or attributes that provide the necessary
information. Thereby, each instance can be assigned the semantic information
required for running the algorithms. Examples for this direction are domain spe-
cific languages in general, the semantic building block-based language [16] and
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the visual templates described by [17]. Although such approaches provide many
advantages in terms of machine-processing, their major drawback is that the
modeler may not be able to represent all relevant world facts but is limited to
the terms and concepts available in the extended abstract syntax [16].

Another direction is to use an existing modeling language and ensure the
processability either by enforcing modeling conventions or by using references
to machine-processable semantic schemata, i.e. semantic annotations. Modeling
conventions may either be defined on an organizational level [18], e.g. by pro-
viding rules which terms can be used in a model. Or, they may be enforced
automatically, e.g. by applying natural language processing techniques together
with a domain vocabulary [19]. The use of semantic annotations has been de-
scribed by several authors. Thereby, the references or meta-data can be expressed
using different types of languages, ranging from conceptual languages that are
based on natural language semantics to programming languages and logic based
languages with formal semantic specifications. This direction has been success-
fully applied to several common business process modeling languages such as:
Event-driven process chains [20, 21], the business process modeling notation [22]
or Petri nets [23]. For these approaches the required semantic information is
either derived by automatically looking up terms in a schema or linking them to
the schema manually and then building on this information for further process-
ing. In the following we will use this last direction for illustrating how semantic
annotations can be used for supporting the data preparation and analysis step
in business process benchmarking.

3 Model-based Benchmarking Using Semantic Annotations

To discuss our approach we will revert to meta models for describing the abstract
syntax of the underlying modeling languages [11]. This will permit us to illustrate
the relationships between business process models and semantic schemata in an
intuitive way. Furthermore, by using meta models it will be possible to directly
implement the modeling language on a corresponding meta modeling platform
as well as specify algorithms for computing process performance indicators.

3.1 Definition of the Meta Model

We first define a meta model for describing the abstract syntax of a simplified
business process model type (see figure 2). The meta model comprises elements
for describing the control flow and information flow in business processes as
well as the organizational structure. In contrast to real-world business process
modeling languages both model types only contain a subset of possible modeling
elements and relations. However, for the purposes of illustrating the concepts
necessary for our approach this is sufficient and could easily be extended at
any time. Similarly, also the attributes assigned to the model elements have
been limited to the ”name” attribute for process elements, the ”probability”
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attribute for the sequence flow relation and the ”execution time” attribute for
the ”activity” elements.

For describing machine-processable semantic schemata, we added elements to
the meta model for representing concepts of the web ontology language (OWL).
OWL has been chosen as it is currently widely used for representing formal se-
mantic information. In particular, OWL builds upon description logics [24] and
comes with a formal semantic specification. Thereby, it supports automated rea-
soning techniques for checking the consistency of an ontology and the entailment
relationships between its concepts based on a set of axioms [25]. So it can for
example be ensured by a reasoner that the semantic information stays consistent
with previously defined concepts based on a detailed set of restrictions. Further-
more, OWL ontologies can be exchanged using an RDF/XML syntax and thus
may be easily shared between different tools and platforms. In figure 2 the main
elements of OWL are shown. To define semantic annotations of conceptual mod-
els, two options have been made available in the meta model. The first is by
using the reference attribute ”semantic annotation” that has been added to the
”Process Element” and the ”Organizational Element” super classes.

By using this attribute, semantic annotations can be easily expressed that
result in a direct assignment of ontology concepts to instances of the concrete
syntax in the business process and working environment models. However, for
this kind of annotation it is necessary to extend the abstract syntax with the
annotation attribute. Therefore, also a second option has been included: By
using the separate ”Semantic Annotation Model”, the annotations can also be
defined without modifying the underlying business process language and the
annotation is stored separately from the conceptual models and ontology models.
This uncoupling of conceptual models, annotations, and ontology models also
provides a further advantage in terms of flexibility: By technically separating
the annotations from the original models, the annotations do not affect the
original process models and can be treated independently.

3.2 Semantic Annotations for Business Process Benchmarking

In the following we describe three particular aspects of using semantic annota-
tions in business process benchmarking: For the annotation of business process
and organizational models during data preparation, for the analysis of process
data based on these annotations, and for the semantic obfuscation of data.

To show how semantic annotations can be used for benchmarking, we will
use the example of determining the number of media disruptions in a particular
existing process model. It is assumed that an existing process model shall be
complemented with semantic annotations in order to integrate the additional
knowledge about the occurrence of media disruptions. Therefore, we regard a
segment of a business process that contains two instances of activities (see fig-
ure 3): The name attribute of the first activity instance is filled with the value
”Check fax order from customer” and the name attribute of the second instance
with ”Enter order information in booking application”. It is further assumed that
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Fig. 2. Excerpt of the Meta Model for Semantic Annotations of Business Processes

the activities are connected by the ”Sequence Flow” relation, which is shown in
figure 3 by an arrow between the two instances.

At the same time, an ontology model is defined that contains three instances
of ”owl:Class”. Thereby, ontology concepts are defined with the following URIs
- for enhancing readability we leave out the preceding namespace definitions:
”Media Disruption”, ”Booking Application”, and ”Fax”. ”Fax” and ”Booking
Application” are defined as sub classes of ”Media Disruption” by adding the
reference in the ”owl:subClassOf” attribute. Due to the open world assumption
used by OWL, the two sub classes of ”Media Disruption” have to be explicitly
defined as being disjoint. Therefore, the ”owl:disjointWith” attributes of both
sub classes are filled with a reference to the respective other sub class. The
actual annotation of the activity instances can now be accomplished by adding
the according references to the ”Semantic Annotation” attributes.

With these definitions in place we can now outline how an algorithm can be
implemented that computes the number of media disruptions in a process model
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(see figure 3). The depicted algorithm assumes that the process only consists of
a sequence of activity instances that are stored in the array ”x[]”. It then iterates
over this sequence of activities and determines whether there is a change in the
semantic annotations that have to be sub classes of ”Media Disruption” and
disjoint from the next annotation. Until here, the use of OWL for describing
the ontology has offered some advantages by providing useful axioms such as
subClassOf and disjointWith. However, the formal semantics available for OWL
provide additional options. Suppose one would like to add more specific types
of booking applications. In this case the ontology could be easily extended by
adding sub classes to ”Booking Application”. An automatic OWL reasoner can
then check if the ontology is consistent with the previously defined concepts, e.g.
that only disjoint concepts are used. At the same time, the outlined algorithm is
still applicable based on another result by the reasoner: As sub class relationships
in OWL are transitive, it can be inferred that also all sub classes of ”Booking
Applications” are sub classes of ”Media Disruption”.

owl:disjointWith

Check fax 
order from 
customer

Enter order 
informa�on in 
booking appl.

Ac�vity

Abstract Syntax

Concrete Syntax instance Of instance Of

Algorithm

Fax Booking 
Applica�on

owl:Class

instance Of instance Of

Seman�c 
Annota�on

Seman�c 
Annota�on

Seman�c 
Annota�on

Media
Disrup�on

Owl:subClassOf

owl:disjointWith

Owl:disjointWith

owl:subClassOf owl:subClassOf

instance Of

SET i=0
SET x[]:instanceOf("Activity")
WHILE x[i].hasNext
 IF (x[i].SemanticAnnotation.subClassOf("MediaDisruption") &&
  x[i+1].SemanticAnnotation.subClassOf("MediaDisruption")) &&
  x[i].SemanticAnnotation.disjointWith(x[i+1].SemanticAnnotation)
 THEN
  SET MediaDisruption++;
 ENDIF
 i++;
ENDWHILE

Fig. 3. Illustration of Computations based on Annotated Models

The hierarchical character of OWL ontologies can also serve another require-
ment in benchmarking: As an ontology typically contains general concepts that
are specialized into more specific ones, this information can be used to abstract
information. This can be applied for meeting the requirements of confidentiality
when sharing process data for benchmarking purposes. As shown in figure 4,
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the annotation of a process element (Step 1) allows the semantic abstraction to
more general concepts (Step 2) which can then be assigned as a new name for
the corresponding element (Step 3).

We denote this type of abstraction as semantic obfuscation because it does
not completely remove the semantic information. It therefore still allows con-
ducting semantic analyses of the underlying processes at least to a certain level.
Furthermore, the reference to the original process models can still be preserved.
In this way an external evaluator can analyze the obfuscated models and run
algorithms on them while still being able to give feedback on where particu-
lar process parts may need to be improved. The example in figure 4 shows an
excerpt of the account opening process at a bank. By annotating the process
elements with concepts from an ontology (Step 1), the information can be ab-
stracted based on the hierarchy defined in the ontology (Step 2), and the new
information assigned to the corresponding model element (Step 3). Depending
on the degree of obfuscation the user chooses, the corresponding higher level
ontology concept is used as a replacement for the name attribute. Although the
semantic information is then only available in an abstracted form, the remaining
process information such as execution times or transition probabilities are fully
preserved.
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Fig. 4. Illustration of Semantic Obfuscation for Business Process Models
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4 Implementation and Application

We have implemented a model editor for the described meta model by using the
ADOxx meta modeling platform, which provides the scripting language ADO-
script, the generic model query language AQL as well as import and export
functionalities for exchanging models [26]1. ADOxx was chosen primarily based
on its industry-ready scalability and existing knowledge in regard to its im-
plementation languages on the side of the authors. Furthermore, to support the
semantic obfuscation of models we have implemented an algorithm in ADOscript
that allows the automatic abstraction of the name attributes in the business pro-
cess models by accessing the ”owl:subClass” information provided in the OWL
models. Thus, the algorithm is able to abstract each referenced concept by step-
ping up the class hierarchy and then assigning the name of the upper concept
together with a unique ID as a label to the original element. The algorithm
currently only supports single inheritance relationships, which proved however
sufficient so far during the first evaluation.

In order to integrate OWL ontologies, a coupling between the Protégé ontol-
ogy toolkit2 and the ADOxx platform was established. The exchange of ontology
information is thereby realized via a plugin for Protégé that translates the on-
tology information into the generic XML format of the ADOxx platform. In this
way, the generic AQL query language can be used to retrieve information about
the semantic annotations and the according ontology models. At this stage the
resulting tool can be used for creating business process and working environ-
ment models and annotate them with the concepts from the imported OWL
ontologies. By using the AQL query language, models can then be analyzed and
compared.

For a first evaluation we applied the tool to two scenarios: The first one is
based on the benchmarking of service interaction processes for the Bulgarian
and Romanian chambers of commerce that have been previously elaborated in
the LD-CAST project3 (see figure 5). To enable the semantic annotation of these
processes, a specific benchmarking ontology was first developed in Protégé. It
provides a simplified description of the domain of business process benchmark-
ing and contains in particular the OWL classes ”Automated business process -
task”, ”Business process task with media disruption”, and ”Manual business -
process task”. The ontology was then translated into the ADOxx XML format
and made available as an OWL model. The annotation of the service processes
could be easily accomplished by linking the activity elements to the correspond-
ing ontology concepts. By using the AQL query language, the statistics for the
benchmarking in regard to the degree of automation and the occurrence of media
disruptions could then be successfully retrieved. As an example the syntax of an

1 The implementation will be made freely available for further evaluation
in the course of the SeMFIS project of the Open Model Initiative at
http://www.openmodels.at/web/semfis

2 See http://protege.stanford.edu
3 LD-CAST stands for Local Development Cooperation Actions Enabled By Semantic

Technology, http://www.ldcastproject.com
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Fig. 5. Screenshot of the ADOxx Implementation

AQL query for retrieving Activity elements from a Business Process Model that
have been annotated with the OWL Class ”Business process task with media -
disruption” is given in the following:

Sample AQL Query:

(<"Activity">

[?"Semantic annotation" =

"REF mt:\"Ontology Model\"

m:\"benchmarking_ontology\"

c:\"Class\"

i:\"http://www.openmodels.at/semfis/benchmarking#

Business_process_task_with_media_disruption\""])

The second scenario comprised the application of the semantic obfuscation
approach to the banking domain. Based on two processes for the opening of
accounts at two Swiss banks that are publicly available and have been further
refined by the author based on their documentation4, the obfuscation algorithm
could be applied. For this purpose, a simplified domain ontology for banking
was elaborated in Protégé. This ontology comprised in particular several sub-
class and superclass relationships, e.g. by using a general concept such as ”Sell-
ing activites” and a specialized concept ”Cross-selling activity”. In comparison
to the first scenario, the semantic annotation in this case required more effort as
all necessary domain concepts had to be assigned to the activities to accurately
describe the content. After the annotation the obfuscation algorithm could be
successfully applied which led to the outcomes shown in figure 6.

4 The processes have been elaborated and published by Gerardo Palmisano for the
Hypothekarbank Lenzburg and by Jonas Winkler for the Spar- und Leihkasse Rig-
gisberg on http://www.lernender.ch
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Fig. 6. Example for the Semantic Obfuscation Using an Account Opening Process

5 Related Work

When comparing our approach to existing work, three categories of related ap-
proaches can be identified: Approaches that deal with IT-based methods for busi-
ness process benchmarking, approaches that describe the application of semantic
annotations of process models and according tools, and semantic schemata for
process evaluation. For the first category, the approach by [9] who describe a logic
based approach for the comparison of business processes to support benchmark-
ing, is closely related to our approach. However, in contrast to our approach a
common data dictionary is assumed to already exist which does not provide the
expressiveness, and shareability of OWL ontologies. Similarly, the approaches
by [16] who describe a method to construct comparable business process models
using a domain specific language and [19] who present a method to create nam-
ing conventions for arbitrary conceptual models share several aspects. As already
pointed out in section 2.3, our approach does however not enforce a particular
modeling language but instead uses additional, decoupled semantic information
that is machine-processable.

In regard to approaches that discuss the use of semantically annotated busi-
ness process models several related approaches exist. These include but are not
limited to the detection of regulatory compliance [27, 28], semantic reverse busi-
ness engineering in order to analyze productive ERP systems [12, 29], semantic
model comparisons [23], to support cross-organizational business processes and
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interoperability [30] or for the dynamic binding of web services during the execu-
tion of business processes [21]. These approaches may be directly used in addition
to our approach, e.g. to add performance indicators that measure the compliance
of processes, to map the data acquired during the execution of processes into
the process models, to identify similar processes prior to benchmarking, to inte-
grate different types of modeling languages or to automatically plan and execute
processes based on the insights gained through benchmarking.

Concerning the tool support for semantic annotations of process models sev-
eral options are available: These include WSMO studio [31] that has been specif-
ically developed in the SUPER-IP project in regard to automated process execu-
tion, the semantic extensions for the Maestro BPMN tool [22] and ARIS [21], and
SemPeT for realizing semantic annotations for Petri nets [23]. Although these
tools may also be used for applying our approach, they were either not available
due to their licenses or used specific modeling and ontology languages that are
different to the ones we proposed in our approach. However, apart from licensing
issues it should be possible to adapt these tools to support our approach as well.

Semantic schemata that can be used for the annotations include not only
approaches based on formal semantics such as the ontology proposed for key
performance indicators [32], the Core Ontology for Business Process Analysis
(COBRA) [33], the OWL based business process management ontology (BPMO)
by [34] or the business process ontology (BPO) by [35], but also semi-formal
approaches such as the schema for monitoring and analyzing processes by [36].
Furthermore, any kind of domain ontology that contains a hierarchical structure
necessary for the semantic obfuscation may be applied. In order to directly use
them for our approach they would have to be either available in the OWL format
or be translated to it.

6 Conclusion and Outlook

With the proposed approach of using semantic annotations for business process
models it could be shown how these additional technical functionalities can help
to prepare process data for benchmarking and conduct machine-based semantic
process analyses. The approach can be easily extended to other model types,
e.g. by accessing the information in the organizational model and obfuscating
the names and roles of particular persons that participate in a business process
or by additional resource models, e.g. for analyzing the IT usage in a business
process. Apart from the functionality presented here, the next step will be to
apply the approach in practice and conduct according empirical research and
user studies to further evaluate its applicability. Thereby the techniques for
accomplishing the annotations shall be further detailed based on the feedback
from domain experts. Furthermore, the distribution of model content using the
discussed semantic obfuscation technique will have to be further evaluated in
terms of maintaining confidentiality for conducting benchmarks in practice.
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