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Abstract. We study the problem of maintaining a breadth-first spanning tree (BFS tree) in partially dynamic distributed networks modeling a sequence of either failures or additions of communication links (but not both). We show \((1 + \epsilon)\)-approximation algorithms whose amortized time (over some number of link changes) is sublinear in \(D\), the maximum diameter of the network. This breaks the \(\Theta(D)\) time bound of recomputing “from scratch”.

Our technique also leads to a \((1 + \epsilon)\)-approximate incremental algorithm for single-source shortest paths (SSSP) in the sequential (usual RAM) model. Prior to our work, the state of the art was the classic exact algorithm of [17] that is optimal under some assumptions [45]. Our result is the first to show that, in the incremental setting, this bound can be beaten in certain cases if a small approximation is allowed.

1 Introduction

Complex networks are among the most ubiquitous models of interconnections between a multiplicity of individual entities, such as computers in a data center, human beings in society, and neurons in the human brain. The connections between these entities are constantly changing; new computers are gradually added to data centers, or humans regularly make new friends. These changes are usually local as they are known only to the entities involved. Despite their locality, they could affect the network globally; a single link failure could result in several routing path losses or destroy the network connectivity. To maintain its robustness, the network has to quickly respond to changes and repair its infrastructure. The study of such tasks has been the subject of several active areas of research, including dynamic, self-healing, and self-stabilizing networks.

One important infrastructure in distributed networks is the breadth-first spanning (BFS) tree [38, 42]. It can be used, for instance, to approximate the network diameter and to provide a communication backbone for broadcast of information through the network, routing, and control. In this paper, we study the problem of maintaining a BFS tree on dynamic distributed networks. Our main interest is repairing a BFS tree as fast as possible after each topology change.
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**Model.** We model the communication network by the CONGEST model [42], one of the major models of (locality-sensitive) distributed computation. Consider a synchronous network of processors modeled by an undirected unweighted graph $G$, where nodes model the processors and edges model the bounded-bandwidth links between the processors. We let $V(G)$ and $E(G)$ denote the set of nodes and edges of $G$, respectively. For any node $u$ and $v$, we let $d_G(u, v)$ be the distance between $u$ and $v$ in $G$. The processors (henceforth, nodes) are assumed to have unique IDs of $O(\log n)$ bits and infinite computational power. Each node has limited topological knowledge; in particular, it only knows the IDs of its neighbors and knows no other topological information (e.g., whether its neighbors are linked by an edge or not). The communication is synchronous and occurs in discrete pulses, called rounds. All the nodes wake up simultaneously at the beginning of each round. In each round each node $u$ is allowed to send an arbitrary message of $O(\log n)$ bits through each edge $(u, v)$ that is adjacent to $u$, and the message will reach $v$ at the end of the current round. There are several measures to analyze the performance of such algorithms, a fundamental one being the running time, defined as the worst-case number of rounds of distributed communication.

We model dynamic networks by a sequence of attack and recovery stages following the initial preprocessing. The dynamic network starts with a preprocessing on the initial network denoted by $N_0$, where nodes communicate on $N_0$ for some number of rounds. Once the preprocessing is finished, we begin the first attack stage where we assume that an adversary, who sees the current network $N_0$ and the states of all nodes, inserts and deletes an arbitrary number of edges in $N_0$. We denote the resulting network by $N_1$. This is followed by the first recovery stage where we allow nodes to communicate on $N_1$. After the nodes have finished communicating, the second attack stage starts, followed by the second recovery stage, and so on. We assume that $N_t$ is connected for every stage $t$. For any algorithm, we let the total update time be the total number of rounds needed by nodes to communicate during all recovery stages. Let the amortized update time be the total time divided by $q$ which is defined to be the number of edges inserted and deleted. Important parameters in analyzing the running time are $n$, the number of nodes (which remains the same throughout all changes) and $D$, the maximum diameter, defined to be the maximum diameter among all networks in $\{N_0, N_1, \ldots\}$. Note that $D \leq n$ since we assume that the network remains connected throughout. Following the convention from the area of (sequential) dynamic graph algorithms, we say that a dynamic network is fully dynamic if both insertions and deletions can occur in the attack stages. Otherwise, it is partially dynamic. Specifically, if only edge insertions can occur, it is an incremental dynamic network. If only edge deletions can occur, it is a decremental.

Our model highlights two aspects of dynamic networks: (1) how quick a network can recover its infrastructure after changes (2) how edge failures and additions affect the network. These aspects have been studied earlier but we are not aware of any previous model identical to ours. To highlight these aspects, there are also a few assumptions inherent in our model. First, it is assumed that
the network remains static in each recovery stage. This assumption is often used (e.g. [29, 22, 32, 39]) and helps emphasizing the running time aspect of dynamic networks. Also note that we assume that the network is synchronous, but our algorithms will also work in an asynchronous model under the same asymptotic time bounds, using a synchronizer [42, 6]. Second, our model assumes that only edges can change. While there are studies that assume that nodes can change as well (e.g. [29, 22, 5]), this assumption is common and practical; see, e.g., [1, 7, 33, 15] and references therein. Our amortized update time is also similar in spirit to the amortized communication complexity heavily studied earlier (e.g. [7]). Finally, the results in this paper are on partially dynamic networks. While fully dynamic algorithms are more desirable, we believe that the partially dynamic setting is worth studying, for two reasons. The first reason, which is our main motivation, comes from an experience in the study of sequential dynamic algorithms, where insights from the partially dynamic setting often lead to improved fully dynamic algorithms. Moreover, partially dynamic algorithms can be useful in cases where one type of changes occurs much more frequently than the other type. For example, links constantly fail in physical networks, and it might not be necessary that the network has to be fixed (by adding a link) immediately. Instead, the network can try to maintain its infrastructures under a sequence of failures until the quality of service cannot be guaranteed, e.g. the network diameter becomes too large. Partially dynamic algorithms for maintaining a BFS tree, which in turns maintain the network diameter, are quite suitable for this type of applications.

**Problem.** We are interested in maintaining an approximate BFS tree. Our definition of approximate BFS trees below is a modification of the definition of BFS trees in [42, Definition 3.2.2].

**Definition 1 (Approximate BFS tree).** For any \( \alpha \geq 1 \), an \( \alpha \)-approximate BFS tree of graph \( G \) with respect to a given root \( s \) is a spanning tree \( T \) such that for every node \( v \), \( d_T(s, v) \leq \alpha d_G(s, v) \) (note that, clearly, \( d_T(s, v) \geq d_G(s, v) \)). If \( \alpha = 1 \), then \( T \) is an (exact) BFS tree.

The goal of our problem is to maintain an approximate BFS tree \( T_t \) at the end of each recovery stage \( t \) in the sense that every node \( v \) knows its approximate distance to the preconfigured root \( s \) in \( N_t \) and, for each neighbor \( u \) of \( v \), \( v \) knows if \( u \) is its parent or child in \( T_t \).

**Naive Algorithm.** As a toy example, observe that we can maintain a BFS tree simply by recomputing a BFS tree from scratch in each recovery stage. By using the standard algorithm (see, e.g., [42, 38]), we can do this in \( \Theta(D_t) \), where \( D_t \) is the diameter of graph \( N_t \). Thus, the amortized time is \( \Theta(D) \).

**Results.** Clearly, maintaining a BFS tree by recomputing it from scratch in every recovery stage requires \( \Theta(D) \) time. Our main results are partially dynamic algorithms that break this time bound over a long run. They can maintain, for any constant \( 0 < \epsilon \leq 1 \), a \((1 + \epsilon)\)-approximate BFS tree in time that is sublinear in \( D \) when amortized over \( \omega\left(\frac{n \log D}{D}\right) \) edge changes. To be precise, the amortized
The update time over $q$ edge changes is

\[
O\left( \left( 1 + \frac{n^{1/3}D^{2/3}}{\epsilon^{1/3}q^{1/3}} \right) \log D + \frac{n}{q} \right) \quad \text{and} \quad O\left( \left( \frac{n^{1/7}D^{6/7}}{q^{1/7}} \right) \log D + \frac{n}{\epsilon^{7/2}q} \right)
\]

in the incremental and decremental setting, respectively. For the particular case of $q = \Omega(n)$, we get amortized update times of $O(D^{2/3} \log D)$ and $O(D^{6/7} \log D)$ for the incremental and decremental cases, respectively. Our algorithms do not require any prior knowledge about the dynamic network, e.g., $D$ and $q$. We note that, while there is no previous literature on this problem, one can parallelize the algorithm of Even and Shiloach [17] (also see [27,45]) to obtain an amortized update time of $O(nD/q + 1)$ over $q$ changes in both the incremental and the decremental setting. This bound is sublinear in $D$ when $q = \omega(n)$.

Our algorithms give a sublinear time guarantee for a smaller number of changes, especially in applications where $D$ is large. Consider, for example, an application where we want to maintain a BFS tree of the network under link failures until the network diameter is larger than, say $n/10$ (at this point, the network will alert an administrator). In this case, our algorithms guarantee a sublinear amortized update time after a polylogarithmic number of failures while previous algorithms cannot do so.

In the sequential (usual RAM) model, our technique also gives an incremental $(1 + \epsilon)$-approximation algorithm for the single-source shortest paths (SSSP) problem with an amortized update time of $O(mn^{2/5} / q^{3/5})$ per insertion and $O(1)$ query time, where $m$ is the number of edges in the final graph, and $q$ is the number of edge insertions. Prior to this result, only the classic exact algorithm of Even and Shiloach [17] from the 80s, with $O(mn/q)$ amortized update time, was known. No further progress has been made in the last three decades, and Roditty and Zwick [45] provided an explanation for this by showing that the algorithm of [17] is likely to be the fastest combinatorial exact algorithm, assuming that there is no faster combinatorial algorithm for Boolean matrix multiplication. Very recently, Bernstein and Roditty [8] showed that, in the decremental setting, this bound can be broken if a small approximation is allowed. Our result is the first one of the same spirit in the incremental setting; i.e., we break the bound of Even and Shiloach for the case $q = o(n^{3/2})$.

**Related Work.** The problem of computing on dynamic networks is a classic problem in the area of distributed computing, studied from as early as the 70s; see, e.g., [7] and references therein. The main motivation is that dynamic networks better capture real networks, which experience failures and additions of new links. There is a large number of models of dynamic networks in the literature, each emphasizing different aspects of the problem. Our model closely follows the model of the sequential setting and, as discussed earlier, highlights the amortized update time aspect. It is closely related to the model in [31] where the main goal is to optimize the amortized update time using static algorithms in the recovery stages. The model in [31] is still slightly different from us in terms of allowed changes. For example, the model in [31] considers weighted networks and allows small weight changes but no topological changes; moreover, the message size can
be unbounded (i.e., the static algorithm in the recovery stage operates under the so-called LOCAL model). Another related model the controlled dynamic model (e.g., [30, 2]) where the topological changes do not happen instantaneously but are delayed until getting a permit to do so from the resource controller. Our algorithms can be used in this model as we can delay the changes until each recovery stage is finished. Our model is similar to, and can be thought of as a combination of, two types of models: those in, e.g., [29, 22, 32, 39] whose main interest is to determine how fast a network can recover from changes using static algorithms in the recovery stages, and those in, e.g., [7, 1, 15], which focus on the amortized cost per edge change. Variations of partially dynamic distributed networks have also been considered (e.g. [23, 44, 10, 9]).

The problem of constructing a BFS tree has been studied intensively in various distributed settings for decades (see [42, Chapter 5], [38, Chapter 4] and references therein). The studies were also extended to more sophisticated structures such as minimum spanning trees (e.g. [19, 34, 43, 14, 36, 37, 28, 13, 16]) and Steiner trees [26]. These studies usually focus on static networks, i.e., they assume that the network never changes and want to construct a BFS tree once, from scratch. While we are not aware of any results on maintaining a BFS tree on dynamic networks, there are a few related results. Much previous attention (e.g. [7]) has been paid on the problem of maintaining a spanning tree. In a seminal paper by Awerbuch et al. [7], it was shown that the amortized message complexity of maintaining a spanning tree can be significantly smaller than the cost of the previous approach of recomputing from scratch [1]. (A variant of their algorithm was later implemented as a part of the PARIS networking project at IBM [11] and slightly improved [35].) Our result is in the same spirit as [7] in breaking the cost of recomputing from scratch. An attempt to maintain spanning trees of small diameter has also motivated a problem called best swap. The goal is to replace a failed edge in the spanning tree by a new edge in such a way that the diameter is minimized. This problem has recently gained considerable attention in both sequential (e.g. [3, 24, 40, 41, 46, 25, 4, 12, 20]) and distributed (e.g. [21, 18]) settings.

In the sequential dynamic graph algorithms literature, a problem similar to ours is the single-source shortest paths (SSSP) problem on undirected graphs. This problem has been studied in partially dynamic settings and has applications to other problems, such as all-pairs shortest paths and reachability. As we have mentioned earlier, the classic bound of [17], which might be optimal [45], has recently been improved by a decremental approximation algorithm [8], and we achieve a similar result in the incremental setting.

2 Main Technical Idea

All our algorithms are based on a simple idea of lazy updating. Implementing this idea on different models requires modifications to cope with difficulties and to maximize efficiency. In this section, we explain the main idea by sketching a simple algorithm and its analysis for the incremental setting in the sequential
and the distributed model. We start with an algorithm that has additive error: Let $\kappa$ and $\delta$ be parameters. For every recovery stage $t$, we maintain a tree $T_t$ such that $d_{T_t}(s, v) \leq d_{N_t}(s, v) \leq d_{T_t}(s, v) + \kappa \delta$ for every node $v$. We will do this by recomputing a BFS tree from scratch for $O(q/\kappa + nD/\delta^2)$ times.

During the preprocessing, our algorithm constructs a BFS tree of $N_0$, denoted by $T_0$. This means that every node $u$ knows its parent and children in $T_0$ and the value of $d_{T_0}(s, u)$. Suppose that, in the first attack stage, an edge is inserted, say $(u, v)$ where $d_{N_0}(s, u) \leq d_{N_0}(s, v)$. As a result, the distances from $v$ to $s$ might decrease, i.e. $d_{N_0}(s, v) < d_{N_0}(s, v)$. In this case, the distances from $s$ to some other nodes (e.g. the children of $v$ in $T_0$) could decrease as well, and we may wish to recompute the BFS tree. Our approach is to do this lazily. We recompute the BFS tree only when the distance from $v$ to $s$ decreases by at least $\delta$; otherwise, we simply do nothing! In the latter case, we say that $v$ is lazy. Additionally, we regularly “clean up” by recomputing the BFS tree after every $\kappa$ insertions.

To prove an additive error of $\kappa \delta$, observe that errors occur for this single insertion only when $v$ is lazy. Intuitively, this causes an additive error of $\delta$ since we could have decreased the distance of $v$ and other nodes by at most $\delta$, but we did not. This argument can be extended to show that if we have $i$ lazy nodes, then the additive error will be at most $i\delta$. Since we do the cleanup every $\kappa$ insertions, the additive error will be at most $\kappa \delta$ as claimed.

For the number of BFS tree recomputations, first observe that the cleanup clearly contributes $O(q/\kappa)$ recomputations in total, over $q$ insertions. Moreover, a recomputation also could be caused by some node $v$, whose distance to $s$ decreases by at least $\delta$. Since every time a node $v$ causes a recomputation, its distance decreases by at least $\delta$, and $d_{N_0}(s, v) \leq D$, $v$ will cause the recomputation at most $D/\delta$ times. This naive argument shows that there are $nD/\delta$ recomputations (caused by $n$ different nodes) in total. This analysis is, however, not enough for our purpose. A tighter analysis, which is crucial to all our algorithms relies on the observation that when $v$ causes a recomputation, the distance from $v'$s neighbor, say $v'$, to $s$ also decreases by at least $\delta - 1$. Similarly, the distance of $v'$s neighbor to $s$ decreases by at least $\delta - 2$, and so on. This leads to the conclusion that one recomputation corresponds to $(\delta + (\delta - 1) + (\delta - 2) + \ldots) = \Omega(\delta^2)$ distance decreases. Thus, the number of recomputations is at most $nD/\delta^2$. Combining the two bounds, we get that the number of BFS tree computations is $O(q/\kappa + nD/\delta^2)$ as claimed. We get the total time in sequential and distributed models by multiplying this number by $m$, the final number of edges, and $D$ (time for BFS tree computation), respectively.

To convert the additive error into a multiplicative error of $(1 + \epsilon)$, we execute the above algorithm only for nodes whose distances to $s$ are greater than $k\delta/\epsilon$. For other nodes, we can use the algorithm of Even and Shiloach [17] to maintain a BFS tree of depth $k\delta/\epsilon$. This requires an additional time of $O(nk\delta/\epsilon)$ in the sequential model and $O(nk\delta/\epsilon)$ in the distributed model.

By setting $\kappa$ and $\delta$ appropriately, the above algorithm immediately gives us the claimed time bound for the sequential model. For incremental distributed networks, we need one more idea called layering, where we use different values of
\( \delta \) and \( \kappa \) depending on the distance of each node to \( s \). In the decremental setting, the situation is much more difficult, mainly because it is nearly impossible for a node \( v \) to determine how much its distance to \( s \) has increased after a deletion. Moreover, unlike the incremental case, nodes cannot simply “do nothing” when an edge is deleted. We have to cope with this using several other ideas, e.g., constructing an imaginary tree (where edges sometimes represent paths).

3 Incremental Algorithm

We now present a framework for an incremental algorithm that allows up to \( q \) edge insertions and provides an additive approximation of the distances to a distinguished node \( s \). Subsequently we will explain how to use this algorithm to get \((1 + \epsilon)\)-approximations in the RAM model and the distributed model, respectively. For simplicity we assume that the initial graph is connected. The algorithm can be modified to work without this assumption within the same running time. We defer the details to a full version of the paper.

The algorithm (see Algorithm 1) works in phases. At the beginning of every phase we compute a BFS tree \( T_0 \) of the current graph, say \( G_0 \). Every time an edge \((u, v)\) is inserted, the distances of some nodes to \( s \) in \( G \) might decrease. Our algorithm tries to be as lazy as possible. That is, when the decrease does not exceed some parameter \( \delta \), our algorithm keeps its tree \( T_0 \) and accepts an additive error of \( \delta \) for every node. When the decrease exceeds \( \delta \), our algorithm starts a new phase and recomputes the BFS tree. It also start a new phase after every \( \kappa \) edge insertions to keep the additive error limited to \( \kappa \delta \). The algorithm will answer a query for the distance from a node \( x \) to \( s \) by returning \( d_{G_0}(x, s) \), the distance from \( x \) to \( s \) at the beginning of the current phase. It can also return the path from \( x \) to \( s \) in \( T_0 \) of length \( d_{G_0}(x, s) \). Besides \( \delta \) and \( \kappa \), the algorithm has a third parameter \( X \) which indicates up to which distance from \( s \) the BFS tree will be computed. In the following we denote by \( G_0 \) the state of the graph at the beginning of the current phase and by \( G \) we denote the current state of the graph after all insertions. It is easy to see that the algorithm gives the desired additive approximation by considering the shortest path of a node \( x \) to the root \( s \) in the current graph \( G \). By the main rule in Line 4 of the algorithm, the inequality \( d_{G_0}(u, s) \leq d_{G_0}(v, s) + \delta \) holds for every edge \((u, v)\) that was inserted since the

Algorithm 1 Incremental algorithm

1: procedure Insert\((u, v)\)
2: \hspace{1em} \( k \leftarrow k + 1 \)
3: \hspace{1em} if \( k = \kappa \) then Initialize()
4: \hspace{1em} if \( d_{G_0}(u, s) > d_{G_0}(v, s) + \delta \) then Initialize()
5: procedure Initialize() (Start new phase)
6: \hspace{1em} \( k \leftarrow 0 \)
7: \hspace{1em} Compute BFS tree \( T \) of depth \( X \) rooted at \( s \) and current distances \( d_{G_0}(-, s) \)
beginning of the current phase (otherwise a new phase would have been started). Since at most $\kappa$ edges have been inserted, the additive error is at most $\kappa \delta$.

**Lemma 2.** For every node $x$ such that $d_{G_0}(x, s) \leq X$, Algorithm 1 maintains the invariant $d_G(x, s) \leq d_{G_0}(x, s) \leq d_G(x, s) + \kappa \delta$.

If we insert an edge $(u, v)$ such that the inequality $d_{G_0}(u, s) \leq d_{G_0}(v, s) + \delta$ does not hold, we cannot guarantee the additive error anymore. Nevertheless the algorithm makes a lot of progress in some sense: After the edge insertion, $u$ is linked to $v$ whose initial distance to $s$ was significantly smaller than the one from $u$ to $s$. This implies that the distance from $u$ to $s$ has decreased by at least $\delta$ since the beginning of the current phase.

**Lemma 3.** If an edge $(u, v)$ is inserted such that $d_{G_0}(u, s) > d_{G_0}(v, s) + \delta$, then $d_{G_0}(u, s) \geq d_G(u, s) + \delta$.

Since we consider undirected, unweighted graphs, a large decrease in distance for one node also implies a large decrease in distance for many other nodes.

**Lemma 4.** Let $G$ and $G'$ be unweighted, undirected graphs such that $G$ is connected, $V(G) = V(G')$, and $E(G) \subseteq E(G')$. If there is a node $y$ such that $d_G(y, s) \geq d_{G'}(y, s) + \delta$, then $\sum_{x \in V(G)} d_G(x, s) \geq \sum_{x \in V(G')} d_{G'}(x, s) + \Omega(\delta^2)$.

This is the key observation for the efficiency of our algorithm as it limits the number of times a new phase starts, which is the expensive part of our algorithm.

**Lemma 5.** If $\kappa \leq q$ and $\delta \leq X$, then the total running time of Algorithm 1 is $O(T_{BFS}(X) \cdot q/\kappa + T_{BFS}(X) \cdot nX/\delta^2 + q)$ where $T_{BFS}(X)$ is the time needed for computing a BFS tree up to depth $X$.

### 3.1 RAM model

In the RAM model we use a standard approach for turning the additive $\kappa \delta$-approximation of Algorithm 1 into a multiplicative $(1 + \epsilon)$-approximation. We use the Even-Shiloach algorithm for maintaining the exact distances to $s$ up to depth $\kappa \delta/\epsilon$. Algorithm 1 now only has to be approximately correct for every node $x$ such that $d_G(x, s) \geq \kappa \delta/\epsilon$, and indeed $d_G(x, s) + \kappa \delta \leq d_G(x, s) + \epsilon d_G(x, s) = (1 + \epsilon)d_G(x, s)$. The Even-Shiloach tree adds $O(mk\delta/\epsilon)$ to the running time of Lemma 5 (where computing a BFS tree takes time $O(m)$). By setting

$$\kappa = q^{3/5}/n^{2/5} \quad \text{and} \quad \delta = n^{4/5}/q^{1/5},$$

we get the following theorem.

**Theorem 6.** In the RAM model, there is an incremental $(1 + \epsilon)$-approximate SSSP algorithm for inserting up to $q$ edges that has a total update time of $O(mn^{2/5}q^{3/5}/\epsilon)$ where $m$ is the number of edges in the final graph. It answers distance and path queries in optimal worst-case time.
3.2 Distributed model

In the distributed model, we use a different approach for obtaining the \((1 + \epsilon)\)-approximation. We run \(\log D\) parallel instances of Algorithm 1, where instance \(i\) provides a \((1 + \epsilon)\)-approximation for nodes in the distance range from \(2^i\) to \(2^{i+1}\). For every such range, we can determine the targeted additive approximation \(A\) that guarantees a \((1 + \epsilon)\)-approximation in that range. We set the parameters \(\kappa\) and \(\delta\) in a way that gives \(\kappa \delta = A\) and minimizes the running time of Algorithm 1. Here, this approach is more efficient than the two-layered approach that uses a single Even-Shiloach tree for small distances. The fact that the time for computing a BFS tree of depth \(X\) is proportional to \(X\) in the distributed model nicely fits into the running time of the multi-layer approach.

**Theorem 7.** In the distributed model, there is an incremental algorithm for maintaining a \((1 + \epsilon)\)-approximate BFS tree under up to \(q\) edge insertions that has a total running time of \(O((q^{2/3}n^{1/3}D^{2/3} / \epsilon^{2/3} + q) \log D + n)\), where \(D\) is the initial diameter.

4 Decremental Algorithm

In the decremental setting we use an algorithm of the same flavor as in the incremental setting (see Algorithm 2). However, the update procedure is more complicated because it is not obvious which edge should be used to repair the tree after a deletion. Our solution exploits the fact that in the distributed model it is relatively cheap to examine the local neighborhood of every node. As in the incremental setting, the algorithm has the parameters \(\kappa\), \(\delta\), and \(X\). The tree update procedure of Algorithm 2 either computes a (weighted) tree \(T\) that approximates the real distances with additive error \(\kappa \delta\), or it reports a distance increase by at least \(\delta\) since the beginning of the current phase. Let \(T_0\) denote the BFS tree computed at the beginning of the current phase and let \(F\) be the forest resulting from removing those edges from \(T_0\) that have already been deleted in the current phase. After every edge deletion, the tree update procedure tries to rebuild a tree \(T\) by starting from \(F\). Every node \(u\) that had a parent in \(T_0\) but has no parent in \(F\) tries to find a “good” node \(v\) to reconnect to. This process is repeated until \(F\) is a full tree again. Algorithm 2 imposes three conditions (Lines 17-19) on a “good” node \(v\). Condition (1) guarantees that the error introduced by each reconnection is at most \(\delta\), (2) avoids that the reconnections introduce any cycles, and (3) states that the node \(v\) should be found relatively close to \(u\). This is the key to efficiently find such a node.

4.1 Analysis of Tree Update Procedure

For the analysis of the tree update procedure of Algorithm 2, we assume that the edges in \(F\) are directed. When we compute a BFS tree, we consider all edges as directed towards the root. The weighted, directed distance from \(x\) to \(y\) in \(F\) is denoted by \(d^w_F(x, y)\). We assume for the analysis that \(F\) initially contains all
Algorithm 2 Decremental algorithm

1: procedure \textsc{Delete}(u, v)
2: \hspace{1em} k ← k + 1
3: \hspace{1em} if \hspace{0.5em} k = \kappa \text{ then } \textsc{Initialize}()
4: \hspace{1em} Delete edge (u, v) from \( F \)
5: \hspace{1em} Compute tree \( T \) from \( F \) and \( d_{G_0}(\cdot, s) \); \( T \leftarrow \textsc{UpdateTree}(F, d_{G_0}(\cdot, s)) \)
6: \hspace{1em} if \( \text{UpdateTree} \) reports distance increase by at least \( \delta \) then \textsc{Initialize}()
7: procedure \textsc{Initialize}() \text{ (Start new phase)}
8: \hspace{1em} k = 0
9: \hspace{1em} Compute BFS tree \( T \) of depth \( X \) rooted at \( s \). Set \( F \leftarrow T \)
10: \hspace{1em} Compute current distances \( d_{G_0}(\cdot, s) \)
11: procedure \textsc{UpdateTree}(F, d_{G_0}(\cdot, s))
12: \hspace{1em} At any time: \( U = \{ u \in V \mid u \text{ has no outgoing edge in } F \text{ and } u \neq s \} \)
13: \hspace{1em} while \( U \neq \emptyset \) do
14: \hspace{1em} \hspace{1em} for all \( u \in U \) do \( u \) marks every node \( x \) such that \( d_{F}(x,u) \leq 3\kappa \delta \)
15: \hspace{1em} \hspace{1em} for all \( u \in U \) do \text{ (Search process)}
16: \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \text{ (1) } d_{C}(u,v) + d_{G_0}(v,s) \leq d_{G_0}(u,s) + \delta \)
17: \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \text{ (2) } v \text{ is not marked} \)
18: \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \text{ (3) } d_{C}(u,v) \leq (\kappa + 1)\delta + 1 \)
19: \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} if such a node \( v \) could be found then
20: \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} Add edge \( (u,v) \) of weight \( d_{F}(u,v) = d_{C}(u,v) \) to \( F \)
21: \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} if no such node \( v \) could be found for any \( u \in U \) then
22: \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} return “distance increase by at least \( \delta \)”
23: \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} \hspace{1em} return \( F \)

By \( T \) we denote the graph returned by the algorithm. By Condition (1), every reconnection made by the tree update procedure adds an additive error of \( \delta \). In total there are at most \( \kappa \) reconnections (one per previous edge deletion) and therefore the total additive error introduced is \( \kappa \delta \).

Lemma 8. After every iteration, we have, for all nodes \( x \) and \( y \) such that \( d_{F}(x,y) < \infty \), \( d_{F}(x,y) + d_{G_0}(y,s) \leq d_{G_0}(x,s) + \kappa \delta \).

By Condition (2) we avoid that the reconnection process introduces any cycle. Ideally, a node \( u \in U \) should reconnect to a node \( v \) that is in the subtree of the root \( s \). We could achieve this if every node in \( U \) marked its whole subtree in \( F \). However, this would be too inefficient. Instead, marking the subtree up to a limited depth \( (3\kappa \delta) \) is sufficient.

Lemma 9. After every iteration, the graph \( F \) is a forest.

We can show that the algorithm makes progress in every iteration. There is always at least one node for which a “good” reconnection is possible that fulfills the conditions of the algorithm. Even more, if such a node does not exist, then there is a node whose distance to \( s \) has increased by at least \( \delta \) since the beginning of the current phase.
Lemma 10. In every iteration, if \( d_G(x, s) \leq d_{G_0}(x, s) + \delta \) for every node \( x \in U \), then for every node \( u \in U \) with minimal \( d_{G_0}(u, s) \), there is a node \( v \in V \) such that (1) \( d_G(u, v) + d_{G_0}(v, s) \leq d_{G_0}(u, s) + \delta \), (2) \( v \) is not marked, and (3) \( d_G(u, v) \leq (\kappa + 1)\delta + 1 \).

The marking and the search process both take time \( O(\kappa \delta) \). Since there is at least one reconnection in every iteration (unless the algorithm reports a distance increase), there are at most \( \kappa \) iterations that take time \( O(\kappa \delta) \) each.

Lemma 11. The tree update procedure of Algorithm 2 either reports “distance increase” and guarantees that there is a node \( x \) such that \( d_G(x, s) > d_{G_0}(x, s) + \delta \), or it computes a tree \( T \) such that for every node \( x \) we have \( d_{G_0}(x, s) \leq d_G(x, s) \leq d_T^*(x, s) \leq d_{G_0}(x, s) + \kappa \delta \). It runs in time \( O(\kappa^2 \delta) \).

In the following we clarify some implementation issues of the tree update procedure in the distributed model.

**Weighted Edges.** The tree computed by the algorithm contains weighted edges. Such an edge \( e \) corresponds to a path \( P \) of the same distance in the network. We implement weighted edges by a routing table for every node \( v \) that stores the next node on \( P \) if a message is sent over \( v \) as part of the weighted edge \( e \).

**Avoiding Congestion.** The marking can be done in parallel without congestion because the trees in the forest \( F \) do not overlap. We avoid congestion during the search as follows. If a node receives more than one message from its neighbors, we always give priority to search requests originating from the node \( u \) with the lowest distance \( d_{G_0}(u, s) \) to \( s \) in \( G_0 \). By Lemma 10, we know that the search of at least one of the nodes \( u \) with minimal \( d_{G_0}(u, s) \) will always be successful.

**Reporting Deletions.** The nodes that do not have a parent in \( F \) before the update procedure starts do not necessarily know that a new edge deletion has happened. Such a node only has to become active and do the marking and the search if there is a change in its neighborhood of distance \( 3\kappa \delta \), otherwise it can still use the weighted edge in the tree \( T \) that it previously used because the three conditions imposed by the algorithm will still be fulfilled. After the deletion of an edge \( (x, y) \), the nodes \( x \) and \( y \) can inform all nodes at distance \( 3\kappa \delta \) in time \( O(\kappa \delta) \), which is within our projected running time.

### 4.2 Analysis of Decremental Distributed Algorithm

The tree update procedure provides an additive approximation of the shortest paths. It also provides a means for detecting that the distance of some node to \( s \) has increased by at least \( \delta \) since the beginning of the current phase. Using the distance increase argument of Lemma 4, we can provide a running time analysis for the decremental algorithm that is very similar to the incremental algorithm.

**Lemma 12.** If \( q \leq \kappa \) and \( \delta \leq X \), then the total running time of Algorithm 2 is \( O(qX/\kappa + nX^2/\delta^2 + q\kappa^2 \delta) \). It maintains the following invariant: If \( d_{G_0}(x, s) \leq X \), then \( d_{G_0}(x, s) \leq d_G(x, s) \leq d_T^*(x, s) \leq d_{G_0}(x, s) + \kappa \delta \).
We use a similar approach as in the incremental setting to get the $(1 + \epsilon)$-approximation. We run $i$ parallel instances of the algorithm where each instance covers the distance range from $2^i$ to $2^{i+1}$. By a careful choice of the parameters $\kappa$ and $\delta$ for each instance we can guarantee a $(1 + \epsilon)$-approximation.

**Theorem 13.** In the decremental distributed dynamic network, we can maintain a $(1+\epsilon)$-approximate BFS tree over $q$ edge deletions in a total running time of $O\left((q^{6/7}n^{1/7}D^{6/7}) \log D + \frac{n + q}{\epsilon^{7/2}}\right)$, where $D$ is the maximum diameter.

## 5 Conclusion and Open Problems

In this paper, we showed that maintaining a breadth-first search spanning tree can be done in an amortized time that is sublinear in $D$ in partially dynamic networks. Many problems remain open. For example, can we get a similar result for the case of fully dynamic networks? How about weighted networks (even partially dynamic ones)? Can we also get a sublinear time bound for the all-pairs shortest paths problem? Moreover, in addition to the sublinear time complexity achieved in this paper, it is also interesting to obtain algorithms small bounds on message complexity and memory.

**Acknowledgements.** We thank the reviewers of ICALP 2013 for pointing to related papers and to an error in an example given in the previous version.
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Appendix

A Omitted Proofs of Section 3

Theorem 14. The algorithm of Even and Shiloach is a partially dynamic algorithm for maintaining single-source shortest paths up to depth X under edge insertions (deletions) in an unweighted, undirected graph with a total running time of O(mX) in the RAM model and O(nX + q) in the distributed model where q is the number of insertions (deletions).

Lemma 2 (Restated). For every node x such that $d_{G_0}(x, s) \leq X$ Algorithm 1 maintains the invariant

$$d_G(x, s) \leq d_{G_0}(x, s) \leq d_G(x, s) + \kappa \delta .$$
\textbf{Proof.} The algorithm can only maintain the invariant for every node $x$ such that $d_{G_0}(x,s) \leq X$ because other nodes are not contained in the BFS tree of the current phase. It is clear that $d_G(x,s) \leq d_{G_0}$ because $G$ is the result of inserting edges into $G_0$. In the following we argue about the second inequality.

Consider the shortest path $P = x_1, x_{l-1}, \ldots, x_0$ of length $l$ from $x$ to $s$ in $G$ (where $x_l = x$ and $x_0 = s$). Let $S_j$ (with $0 \leq j \leq l$) denote the number of edges in the subpath $x_j, x_{j-1}, \ldots, x_0$ that were inserted since the beginning of the current phase.

\textbf{Claim.} For every integer $j$ with $0 \leq j \leq l$ we have

$$d_{G_0}(x_j, s) \leq d_G(x_j, s) + S_j \delta$$

Clearly the claim already implies the inequality we want to prove since there are at most $\kappa$ edges that have been inserted since the beginning of the current phase which gives the following chain of inequalities:

$$d_{G_0}(x, s) = d_{G_0}(x_0, s) \leq d_G(x_0, s) + S_0 \delta \leq d_G(x, s) + \kappa \delta$$

Now we proceed with the inductive proof of the claim. The induction base $j = 0$ is trivially true because $x_0 = s$. Now consider the induction step where we assume that the inequality holds for $j$ and we have to show that it also holds for $j + 1$.

Consider first the case that the edge $(x_{j+1}, x_j)$ is one of the edges that have been inserted since the beginning of the current phase. By the rule of the algorithm we know that $d_{G_0}(x_{j+1}, s) \leq d_{G_0}(x_j, s) + \delta$ and by the induction hypothesis we have $d_{G_0}(x_j, s) \leq d_G(x_j, s) + S_j \delta$. By combining these two inequalities we get $d_{G_0}(x_{j+1}, s) \leq d_G(x_j, s) + (S_j + 1) \delta$. The desired inequality now follows because $S_{j+1} = S_j + 1$ and because $d_G(x_j, s) \leq d_G(x_{j+1}, s)$ (on the shortest path $P$, $x_j$ is closer to $s$ than $x_{j+1}$).

Now consider the case that the edge $(x_{j+1}, x_j)$ is not one of the edges that have been inserted since the beginning of the current phase. In that case the edge $(x_{j+1}, x_j)$ is contained in the graph $G_0$ and thus $d_{G_0}(x_{j+1}, s) \leq d_{G_0}(x_j, s) + 1$. By the induction hypothesis we have $d_{G_0}(x_j, s) \leq d_G(x_j, s) + S_j \delta$. By combining these two inequalities we get $d_{G_0}(x_{j+1}, s) \leq d_G(x_j, s) + 1 + S_j \delta$. Since $x_{j+1}$ and $x_j$ are neighbours on the shortest path $P$ in $G$ we have $d_G(x_{j+1}, s) = d_G(x_j, s) + 1$. Therefore we get $d_{G_0}(x_{j+1}, s) \leq d_G(x_{j+1}, s) + S_j \delta$. Since $S_{j+1} = S_j$, the desired inequality follows. \hfill \&

\textbf{Lemma 3 (Restated).} If an edge $(u, v)$ is inserted such that $d_{G_0}(u, s) > d_{G_0}(v, s) + \delta$, then $d_{G_0}(u, s) \geq d_G(u, s) + \delta$.

\textbf{Proof.} If this situation occurs in the algorithm, then it is because we inserted an edge $(u, v)$ such that $d_{G_0}(u, s) > d_{G_0}(v, s) + \delta$ (which is equivalent to $d_{G_0}(v, s) \leq d_{G_0}(u, s) - \delta - 1$). In the current graph $G$, we already have inserted the edge $(u, v)$
and therefore \( d_G(u, s) \leq d_G(v, s) + 1 \). Since \( G \) is the result of inserting edges into \( G_0 \), distances in \( G \) are not longer than in \( G_0 \), and in particular \( d_G(v, s) \leq d_{G_0}(v, s) \). Therefore we arrive at the following chain of inequalities:

\[
d_G(u, s) \leq d_G(v, s) + 1 \leq d_{G_0}(v, s) + 1 \leq d_{G_0}(u, s) - \delta - 1 + 1 = d_{G_0}(u, s) - \delta
\]

Thus, we get \( d_{G_0}(u, s) \geq d_G(u, s) + \delta \).

\[\square\]

Lemma 4 (Restated). Let \( G = (V, E) \) and \( G' = (V, E') \) be unweighted, undirected graphs on the same set of nodes \( V \) such that \( G \) is connected and \( E(G) \subseteq E(G') \). For every node \( s \), if there is a node \( y \) such that \( d_G(y, s) \geq d_{G'}(y, s) + \delta \), then

\[\sum_{x \in V} d_G(x, s) \geq \sum_{x \in V} d_{G'}(x, s) + \Omega(\delta^2) \cdot \]

Proof. Let \( P \) denote the shortest path from \( y \) to \( s \) of length \( d_G(y, s) \) in \( G \). We first bound the distance change for single nodes.

Claim. For every node \( x \) on \( P \) we have \( d_G(x, s) \geq d_{G'}(x, s) + \delta - 2d_G(x, y) \)

Proof. Suppose that there is some node \( x \) on \( P \) such that \( d_G(x, s) < d_{G'}(x, s) + \delta - 2d_G(x, y) \). Since \( x \) is on the shortest path \( P \) we have \( d_G(y, s) = d_G(y, x) + d_G(x, s) \). We also need the inequality \( d_{G'}(x, s) - d_G(x, y) \leq d_{G'}(y, s) \) which we get as follows:

\[
d_{G'}(x, s) \leq d_{G'}(x, y) + d_{G'}(y, s) \leq d_G(x, y) + d_{G'}(y, s) \leq d_G(x, y) + d_G(x, s)
\]

Putting this together we get:

\[
d_G(y, s) = d_G(y, x) + d_G(x, s) < d_G(y, x) + d_{G'}(x, s) + \delta - 2d_G(x, y)
\]

\[
= d_{G'}(x, s) - d_G(y, x) + \delta \leq d_{G'}(y, s) + \delta
\]

However, this contradicts the assumption that \( d_G(y, s) \geq d_{G'}(y, s) + \delta \).

\[\square\]
From the claim we conclude that
\[
\sum_{x \in P, d_G(x, y) < \delta/2} d_G(x, s) \geq \sum_{x \in P, d_G(x, y) < \delta/2} (d_{G'}(x, s) + \delta - 2d_G(x, y))
\]
\[
= \sum_{x \in P, d_G(x, y) < \delta/2} d_{G'}(x, s) + \sum_{x \in P, d_G(x, y) < \delta/2} (\delta - 2d_G(x, y))
\]
\[
\geq \sum_{x \in P, d_G(x, y) < \delta/2} d_{G'}(x, s) + \sum_{j=1}^{\lfloor \delta/2 \rfloor} (\delta - 2j)
\]
\[
= \sum_{x \in P, d_G(x, y) < \delta/2} d_{G'}(x, s) + \delta \lfloor \delta/2 \rfloor - 2 \sum_{j=1}^{\lfloor \delta/2 \rfloor} j
\]
\[
= \sum_{x \in P, d_G(x, y) < \delta/2} d_{G'}(x, s) + \Omega(\delta^2)
\]

Finally, we get:
\[
\sum_{x \in V} d_G(x, s) = \sum_{x \in P, d_G(x, y) < \delta/2} d_G(x, s) + \sum_{x \notin P \text{ or } d_G(x, y) \geq \delta/2} d_G(x, s)
\]
\[
\geq \sum_{x \in P, d_G(x, y) < \delta/2} d_{G'}(x, s) + \Omega(\delta^2) + \sum_{x \notin P \text{ or } d_G(x, y) \geq \delta/2} d_{G'}(x, s)
\]
\[
= \sum_{x \in V} d_{G'}(x, s) + \Omega(\delta^2)
\]

\[\square\]

**Lemma 5 (Restated).** If \(\kappa \leq q\) and \(\delta \leq X\), then the total running time of Algorithm 1 is \(O(T_{\text{BFS}}(X) \cdot q/\kappa + T_{\text{BFS}}(X) \cdot nX/\delta^2 + q)\) where \(T_{\text{BFS}}(X)\) is the time needed for computing a BFS tree up to depth \(X\).

**Proof.** Besides the constant time per deletion we have to compute a BFS tree of depth \(X\) at the beginning of every phase. The first cause for starting a new phase is that the number of edge deletions in a phase reaches \(\kappa\), which can happen at most \(q/\kappa\) times. The second cause for starting a new phase is that we insert an edge \((u, v)\) such that \(d_{G_0}(u, s) > d_{G_0}(v, s) + \delta\). By Lemmas 3 and 4 this implies that the sum of the distances of all nodes to \(s\) has increased by at least \(\Omega(\delta^2)\) since the beginning of the current phase. There are at most \(n\) nodes of distance at most \(X\) to \(s\) which means that the sum of the distances is at most \(nX\). Therefore such a decrease can occur at most \(O(nX/\delta^2)\) times. \[\square\]
Theorem 6 (Restated). In the RAM model, there is an incremental \((1 + \epsilon)\)-approximate SSSP algorithm for inserting up to \(q\) edges that has a total update time of \(O(mn^{2/5}q^{2/5}/\epsilon)\) where \(m\) is the number of edges in the final graph. It answers distance and path queries in optimal worst-case time.

Proof. In parallel to Algorithm 1 (for which we set \(X = n\)), we keep an Even-Shiloach tree with root \(s\) up to depth \(\kappa\delta/\epsilon\) which maintains the exact distance of every node \(x\) such that \(d_{G}(x,s) \leq \kappa\delta/\epsilon\). Thus, Algorithm 1 only needs to provide a \((1 + \epsilon)\)-approximation for every node \(v\) such that \(d_{G}(x,s) \geq \kappa\delta/\epsilon\). This is indeed the case, as can be seen by applying Lemma 2

\[
d_{G_0}(x,s) \leq d_G(x,s) + \kappa \delta \leq d_G(x,s) + \epsilon d_G(x,s) = (1 + \epsilon) d_G(x,s) .
\]

Maintaining the Even-Shiloach tree takes time \(O(m\kappa\delta/\epsilon)\) (see Theorem 14). The time for computing a BFS tree from scratch is \(O(m)\). By Lemma 5 (using \(X = n\)) the total running time for the combination of both algorithms is \(O(m\kappa\delta/\epsilon + q/\kappa + n^2/\delta^2)\). We can balance the three terms by setting \(\kappa = q^{3/5}/n^{2/5}\) and \(\delta = n^{4/5}/q^{1/5}\) which gives the total running time \(O(mn^{2/5}q^{2/5}/\epsilon)\). Note that Lemma 5 demands that \(\kappa \leq q\) and \(\delta \leq X = n\). It is easy to verify that our choice of \(\kappa\) and \(\delta\) fulfills this requirement.

The final number \(q\) of insertions does not have to be known beforehand. We use a doubling approach for for guessing the value of \(q\) where the \(i\)-th guess is \(q_i = 2^i\). When the number of insertions exceeds our guess \(q_i\), we simply start a new phase and use the guess \(q_i+1 = 2q_i\) from now on. The total running time for this approach is \(O(\sum_{i=1}^{\log q} mn^{2/5}q_i^{2/5}/\epsilon)\) which is \(O(mn^{2/5}q^{2/5}/\epsilon)\) because

\[
\sum_{i=1}^{\log q} (2^i)^{2/5} = \sum_{i=1}^{\log q} (2^{2/5})^i = O(q) .
\]

\[\Box\]

Lemma 15. If \(\kappa \leq q\) and \(\delta \leq X\), then the total running time of Algorithm 1 in the distributed model is

\[
O \left( \frac{qX}{\kappa} + \frac{nX^2}{\delta^2} + q \right) .
\]

Proof. Computing a BFS tree up to depth \(X\) takes time \(O(X)\) in the distributed model. Therefore the desired running time directly follows from Lemma 5.

In the distributed model, we have to take care of some implementation details of the algorithm because not all information is globally available to every node. For every insertion of an edge \((u,v)\), the nodes \(u\) and \(v\) can exchange their initial distances \(d_{G_0}(u,s)\) and \(d_{G_0}(v,s)\) in constant time.

The root node also needs some special information to coordinate the phases. The first cause for starting a new phase is when the level of some node decreases by at least \(\delta\). If a node detects a level decrease by at least \(\delta\), it has to inform the root \(s\) about the decrease so that \(s\) can initiate the beginning of the next phase. The tree maintained by our algorithm, which has depth at most \(X\), can be used
to send this message. Therefore the total time needed for send this message is \(O(X)\). This running time corresponds to the construction of the new BFS tree and therefore can be charged to the new phase.

The second cause for starting a new phase is that the number of edge insertions since the beginning of the current phase exceeds \(\kappa\). Therefore it is necessary that the root \(s\) knows the number of edges that have been inserted. After the insertion of an edge \((u, v)\) the node \(v\) sends a message to \(s\) to inform about the edge insertion. Note that messages of this type do not have to arrive at the root node \(s\) immediately and therefore they do not have to be sent exclusively during recovery phases. Again, the tree maintained by our algorithm can be used to send these messages.

**Lemma 16.** By setting

\[ \kappa = \frac{q^{1/3}X^{1/3}\gamma^{2/3}}{n^{1/3}} \]

and

\[ \delta = \frac{n^{1/3}X^{2/3}\gamma^{1/3}}{q^{1/3}} \]

(where \(\gamma = \epsilon/4\)), Algorithm 1 has a total running time of

\[ O\left(\frac{q^{2/3}n^{1/3}X^{2/3}}{\gamma^{2/3}} + q\right) \]

provided that \(X \geq n/q\). Furthermore, it has the following invariant: For every node \(x\) such that \(X/2 \leq d_{G_0}(x, s) \leq X\) we have

\[ d_G(x, s) \leq d_T(x, s) \leq d_{G_0}(x, s) \leq (1 + \epsilon)d_G(x, s). \]

**Proof.** To simplify the notation a bit we define \(A = \kappa\delta\), which gives \(A = \gamma X \leq X\). First, we have to make sure that our choices of \(\kappa\) and \(\delta\) are actually valid, i.e., we have to check whether \(\kappa \leq q\) and \(\delta \leq X\). Since \(X \leq n\) we get

\[ \kappa = \frac{q^{1/3}X^{1/3}\gamma^{2/3}}{n^{1/3}} \leq \frac{q^{1/3}n^{1/3}\gamma^{2/3}}{n^{1/3}} \leq q^{1/3} \leq q. \]

We have also assumed that \(X \geq n/q\) which is equivalent to \(n \leq qX\) and therefore we get

\[ \delta = \frac{n^{1/3}X^{2/3}\gamma^{1/3}}{q^{1/3}} \leq \frac{q^{1/3}X^{1/3}X^{2/3}\gamma^{1/3}}{q^{1/3}} = \gamma^{1/3}X \leq X \]

By Lemma 15, Algorithm 1 runs in time

\[ O\left(X \frac{q}{\kappa} + X \frac{nX}{\delta^2} + q\right) \]

It is easy to check that by our choices of \(\kappa\) and \(\delta\) the two terms appearing in the running time are balanced and we get

\[ \frac{Xq}{\kappa} = \frac{nX^2}{\delta^2} = \frac{q^{2/3}n^{1/3}X^{2/3}}{\gamma^{2/3}} = O\left(\frac{q^{2/3}n^{1/3}X^{2/3}}{\epsilon^{2/3}}\right) \]
We now argue that the invariant holds. By Lemma 2, we already know that
\[ d_G(x, s) \leq d_T(x, s) \leq d_{G_0}(x, s) \leq d_G(x, s) + A \]
for every node \( x \) such that \( d_{G_0}(x, s) \leq X \). We now show that our choice of \( \kappa \) and \( \delta \) guarantees that \( A \leq \epsilon d_G(x, s) \), for every node \( x \) such that \( d_{G_0}(x, s) \geq X/2 \), which immediately gives the desired inequality.

Assume that \( d_{G_0}(x, s) \leq d_G(x, s) + A \) and that \( d_{G_0}(x, s) \geq X/2 \). We first show that \( \gamma \leq \frac{1}{2(1 + \frac{1}{\epsilon})} \).

Since \( \epsilon \leq 1 \) we have \( 2(\epsilon + 1) \leq 4 \). It follows that
\[ \frac{1}{2(\epsilon + 1)} \geq \frac{1}{4} \]
which is equivalent to
\[ \frac{1}{2(1 + \frac{1}{\epsilon})} \geq \frac{\epsilon}{4} = \gamma \]

Therefore we get the following chain of inequalities:
\[
\left(1 + \frac{1}{\epsilon}\right) A = \left(1 + \frac{1}{\epsilon}\right) \gamma X \leq \frac{(1 + \frac{1}{\epsilon})X}{2(1 + \frac{1}{\epsilon})} = \frac{X}{2} \leq d_{G_0}(x, s)
\]
We now subtract \( A \) from both sides and get
\[ \frac{A}{\epsilon} \leq d_{G_0}(x, s) - A. \]
Since \( d_{G_0}(x, s) - A \leq d_G(x, s) \) by assumption, we finally get \( A \leq \epsilon d_G(x, s) \). \( \square \)

**Theorem 7 (Restated).** In the distributed model, there is an incremental algorithm for maintaining a \((1 + \epsilon)\)-approximate BFS tree under up to \( q \) edge insertions that has a total running time of
\[ O((q^{2/3}n^{1/3}D^{2/3}/\epsilon^{2/3} + q)\log D + n) \]
where \( D \) is the initial diameter.

**Proof.** We run \( \log D \) parallel instances of Algorithm 1 where, for the \( i \)-th instance we set the parameter \( X \) to \( X_i = 2^i \) and \( \kappa \) and \( \delta \) as in Lemma 16. If we detect at the initialization of some instance \( i \) that the initial BFS tree already contains all nodes, we will not start any instance for a larger value of \( X \). Therefore the maximal value we use for \( X \) will be \( O(D) \). Every time a phase ends for instance \( i \), we also start a new phase for every instance \( j \) such that \( j \leq i \). This guarantees that if a node falls out of the range \([X_i/2, X_i]\) it will immediately be covered by
a lower range. By using the bound $X_i \leq D$, the running time of each instance of Algorithm 1 is $O(q^{2/3}n^{1/3}D^{2/3}/\epsilon^{2/3} + q)$.

Note that Lemma 16 does not apply if $X < n/q$. If $q \leq n$, we simply recompute the BFS tree of depth $n/q$ after every edge deletion. This adds $O(qn/q) = O(n)$ to the total running time. If $q > n$, we maintain, also in parallel, an Even-Shiloach tree of depth $n/q$ from the root $s$. This can be done in time $O(n^2/q)$ which is $O(q)$ since $n \leq q$. Thus, the total running time of this algorithm is $O((q^{2/3}n^{1/3}D^{2/3}/\epsilon^{2/3} + q)\log D + n)$.

By using a doubling approach for guessing the value of $q$ we can run the algorithm without knowing the number of edge insertions beforehand. ⊓⊔

B Omitted Proofs of Section 4

Lemma 8 (Restated). After every iteration of the tree update procedure of Algorithm 2, we have, for all nodes $x$ and $y$ such that $d_{F_i}^e(x,y) < \infty$,\[ d_{F_i}^e(x,y) + d_{G_0}(y,s) \leq d_{G_0}(x,s) + \kappa \delta. \]

Proof. By $F_i$ and $U_i$ we denote the graph $F$ and the set $U$ after the $i$-th iteration of the algorithm, respectively. We call the weighted edges inserted by the tree update procedure artificial edges. In the graph $F_i$ there are two types of edges: those that were already present in the BFS tree $T_0$ and artificial edges. For every edge deletion we add exactly one artificial edge. Therefore there are at most $\kappa$ artificial edges in $F_i$.

Consider the shortest path $P = x_1, x_{l-1}, \ldots, x_0$ from $x$ to $y$, where $x_1 = x$ and $x_0 = y$. Let $S_j$ (with $0 \leq j \leq l$) denote the number of artificial edges in the subpath $x_j, x_{j-1}, \ldots, x_0$. Now consider the following claim.

Claim. For every integer $j$ with $0 \leq j \leq l$ we have\[ d_{F_i}^e(x_j, y) + d_{G_0}(y, s) \leq d_{G_0}(x_j, s) + S_j \delta. \]

Assuming the truth of the claim, the desired inequality follows straightforwardly. The claim gives $d_{F_i}^e(x_l, y) + d_{G_0}(y, s) \leq d_{G_0}(x_l, s) + S_l \delta$. Since $S_l \leq \kappa$ and $x_l = x$, we get that $d_{F_i}^e(x, y) + d_{G_0}(y, s) \leq d_{G_0}(x, s) + \kappa \cdot \delta$.

In the following we prove the claim by induction on $j$. We first consider the induction base $j = 0$ for which we have $x_j = y$ and $S_j = 0$. The inequality then trivially holds due to $d_{F_i}^e(y, y) = 0$. We now prove the inductive step from $j$ to $j + 1$. Note that $S_j \leq S_{j+1} \leq S_j + 1$ since the path is exactly one edge longer. Consider first the case that $(x_{j+1}, x_j)$ is an edge from the BFS tree $T_0$ of the graph $G_0$. In that case we have $d_{F_i}^e(x_{j+1}, x_j) = d_{G_0}(x_{j+1}, x_j) = 1$. Furthermore, since $(x_{j+1}, x_j)$ is an edge in the BFS tree $T_0$ we know that $x_j$ lies on a shortest path from $x_{j+1}$ to $s$ in $G_0$. Therefore we have $d_{G_0}(x_{j+1}, s) =
Lemma 17. After every iteration of the tree update procedure of Algorithm 2, we have, for all nodes $x$ and $y$ such that $d_{F_i}(x, y) < \infty$,

$$d_{G_0}(y, s) - d_{G_0}(x, s) \leq \kappa \delta.$$ 

Proof. By $F_i$ and $U_i$, we denote the graph $F$ and the set $U$ after the $i$-th iteration of the algorithm, respectively. We distinguish two cases. The first case is that $d_{G_0}(y, s) \leq d_{G_0}(x, s)$ which trivially gives $d_{G_0}(y, s) - d_{G_0}(x, s) \leq 0 \leq \kappa \delta$. The second case is $d_{G_0}(y, s) > d_{G_0}(x, s)$ for which we get

\[
d_{G_0}(x, s) + \kappa \delta \geq \frac{d_{F_i}(x, y) + d_{G_0}(y, s)}{\geq d_{G_0}(x, s)} \geq d_{G_0}(x, y) + d_{G_0}(x, s) \geq d_{G_0}(y, s)
\]

which is equivalent to $d_{G_0}(y, s) - d_{G_0}(x, s) \leq \kappa \delta$. \qed

Lemma 9 (Restated). After every iteration of the tree update procedure of Algorithm 2, the graph $F$ is a forest.
Proof. The proof will use Lemma 17 which we prove directly above. By \( F_i \) and \( U_i \) we denote the graph \( F \) and the set \( U \) after the \( i \)-th iteration of the algorithm, respectively. The claim is definitely true at the beginning of the algorithm because \( F_0 \) is the result of deleting edges from a tree. Now assume that \( F_i \) is a forest and \( F_{i+1} \) is not a forest. We can partition the forest \( F_i \) into the following components: for every node \( u \in U_i \cup \{s\} \) there is a component that contains every node \( x \) for which there is a directed path from \( x \) to \( u \). Therefore the only ways of introducing a cycle are the following:

- The algorithm adds an edge \((u_1, v_l)\) such that there is a path from \( v_l \) to \( u_1 \in U_i \) in \( F_i \) and \( v_l \) is not marked in iteration \( i \).
- The algorithm adds some edges \((u_1, v_l), \ldots, (u_l, v_l)\) (where \( l \geq 2 \)) such that:
  - there is a path from \( v_l \) to \( u_2 \in U_i \) in \( F_i \) and \( v_l \) is not marked in iteration \( i \)
  - there is a path from \( v_2 \) to \( u_3 \in U_i \) in \( F_i \) and \( v_2 \) is not marked in iteration \( i \)
  - \( \ldots \)
  - there is a path from \( v_l \) to \( u_1 \in U_i \) in \( F_i \) and \( v_l \) is not marked in iteration \( i \)

For any of these situations, there is a path from \( u_1 \) to \( v_l \) in \( F_{i+1} \). Therefore we may apply Lemma 8 and get

\[
d_{F_{i+1}}^w(u_1, v_l) + d_{G_0}(v_l, s) \leq d_{G_0}(u_1, s) + \kappa \delta
\]

which is equivalent to

\[
d_{F_{i+1}}^w(u_1, v_l) \leq d_{G_0}(u_1, s) - d_{G_0}(v_l, s) + \kappa \delta.
\]

Since there is a path from \( v_l \) to \( u_1 \) in \( F_i \) we may apply Lemma 17 and get

\[
d_{G_0}(u_1, s) - d_{G_0}(v_l, s) \leq \kappa \delta.
\]

Therefore we have \( d_{F_{i+1}}^w(u_1, v_l) \leq 2\kappa \delta \). The combination of both inequalities gives \( d_{F_{i+1}}^w(u_1, v_l) \leq 2\kappa \delta \).

Note that \( d_{G_0}(v_l, u_1) = d_{G_0}(u_1, v_l) \leq d_{F_{i+1}}^w(u_1, v_l) \leq 2\kappa \delta \) and thus \( d_{G_0}(v_l, u_1) \leq 2\kappa \delta \). By the triangle inequality we get

\[
d_{G_0}(v_l, s) \leq d_{G_0}(v_l, u_1) + d_{G_0}(u_1, s) \leq d_{G_0}(u_1, s) + 2\kappa \delta.
\]

We now apply Lemma 8 again and get

\[
d_{F_i}(v_l, u_1) + d_{G_0}(u_1, s) \leq d_{G_0}(v_l, s) + \kappa \delta \leq d_{G_0}(u_1, s) + 3\kappa \delta
\]

which is equivalent to \( d_{F_i}(v_l, u_1) \leq 3\kappa \delta \). But then, since \( u_1 \in U_i \), \( v_l \) must be marked which is a contradiction to the fact that \( v_l \) is not marked. Therefore our assumption was wrong and we conclude that \( F_{i+1} \) is a forest.

\[\square\]

**Lemma 18.** Let \( u \) be a node such that \( d_G(u, s) \leq d_{G_0}(u, s) + \delta \). For every node \( x \) on a shortest path from \( u \) to \( s \) in \( G \) we have

\[
d_G(u, x) + d_G(x, s) \leq d_G(u, s) + \delta.
\]
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Proof. Since $x$ on a shortest path from $u$ to $s$ in $G$ we have $d_G(u, s) = d_G(u, x) + d_G(x, s)$. This gives:

$$d_G(u, x) + d_{G_0}(x, s) \leq d_G(u, x) + d_G(x, s) = d_G(u, s) \leq d_{G_0}(u, s) + \delta.$$ 

\[ \square \]

**Lemma 10 (Restated).** In every iteration of the tree update procedure of Algorithm 2, if $d_G(x, s) \leq d_{G_0}(x, s) + \delta$ for every node $x \in U$, then for every node $u \in U$ with minimal $d_{G_0}(u, s)$, there is a node $v \in V$ such that

1. $d_G(u, v) + d_{G_0}(v, s) \leq d_{G_0}(u, s) + \delta$
2. $v$ is not marked
3. $d_G(u, v) \leq (\kappa + 1)\delta + 1$

Proof. The proof will use Lemmas 17 and 18 which we prove above. By $F_i$ and $U_i$ we denote the graph $F$ and the set $U$ after the $i$-th iteration of the algorithm, respectively. Let $u \in U_i$ denote a node that has minimal distance to $s$ in $G_0$ among all nodes in $U_i$, i.e. $d_{G_0}(u, s) \leq d_{G_0}(x, s)$ for all $x \in U_i$. We now argue about $F_i$ after the algorithm has done the marking. Note that $s$ does not have a parent in $F_i$. Therefore $s$ is not marked. Now consider a shortest path $P$ from $u$ to $s$ in $G$. This shortest path contains at least one node that is marked, namely $u$, and at least one node that is not marked, namely $s$. We denote by $v$ the first node that is not marked if we go along $P$ from $u$ to $s$. By $x$ we denote the predecessor of $v$ on the path $P$. Note that by this definition $x$ is marked.

We now argue that $v$ fulfills all the properties we desire. Property (2) holds by the way we defined $v$ and property (1) follows by Lemma 18 because $v$ lies on a shortest path from $u$ to $s$.

Since $x$ is on a shortest path from $u$ to $s$ in $G$ we have, by Lemma 18,

$$d_G(u, x) + d_{G_0}(x, s) \leq d_{G_0}(u, s) + \delta.$$ 

(1)

Since $x$ is marked there is some $u' \in U_i$ such that $x$ is in the subtree of $u'$ in $F_i$. By our definition of $u$ we have $d_{G_0}(u, s) \leq d_{G_0}(u', s)$. We now rewrite inequality (1) and get

$$d_G(u, x) - \delta \leq d_{G_0}(u, s) - d_{G_0}(x, s) \leq d_{G_0}(u', s) - d_{G_0}(x, s) \leq (\kappa\delta).$$ 

By adding $\delta$ on both sides we get $d_G(x, u) \leq (\kappa + 1)\delta$.

Since $x$ and $v$ are neighbors on the path $P$ in $G$ we know that $G$ contains the edge $(x, v)$. Therefore we get

$$d_G(u, v) \leq d_G(u, x) + d_G(x, v) \leq (\kappa + 1)\delta + 1$$

\[ \square \]
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Lemma 11 (Restated). The tree update procedure of Algorithm 2 either reports “distance increase” and guarantees that there is a node $x$ such that

\[ d_G(x, s) > d_{G_0}(x, s) + \delta \]

or it computes a tree $T$ such that for every node $x$ we have

\[ d_{G_0}(x, s) \leq d_G(x, s) \leq d_T^w(x, s) \leq d_{G_0}(x, s) + \kappa \delta . \]

It runs in time $O(\kappa^2 \delta)$.

Proof. Consider first the case that the algorithm reports “distance increase”, i.e., in some iteration $i$, for every node $u \in U_i$ there is no node $v$ such that

(1) $d_G(u, v) + d_{G_0}(v, s) \leq d_{G_0}(u, s) + \delta$,

(2) $v$ is not marked, and

(3) $d_G(u, v) \leq (\kappa + 1) \delta + 1$.

From Lemma 10 it follows (by modus tollens) that there is a node $y$ such that

\[ d_{G_0}(y, s) > d_{G_0}(y, s) + \delta. \]

Consider now the case that the algorithm does not report “distance increase”. By Lemma 9 the graph $T$ computed by the algorithm is a forest. Since the algorithm is finished, every node in this forest has an outgoing edge, which makes it a tree. It is clear that $d_{G_0}(x, s) \leq d_G(x, s)$ because $G$ results from $G_0$ by some edge deletions.

We now prove the inequality $d_T^w(x, s) \leq d_{G_0}(x, s) + \kappa \delta$. Since $T$ is a tree with root $s$ containing all nodes, there is a path from $x$ to $s$ in $T$. Therefore we may apply Lemma 8 and get

\[ d_T^w(x, s) + d_{G_0}(s, s) \leq d_{G_0}(x, s) + \kappa \delta . \]

The desired inequality follows since $d_{G_0}(s, s) = 0$.

We now prove the inequality $d_G(x, s) \leq d_T^w(x, s)$. Consider the unique path going from $x$ to $s$ in $T$ consisting of the nodes $x = x_1, x_{l-1}, \ldots, x_0 = s$. We know that every edge $(x_{j+1}, x_j)$ in $T$ either was part of the initial BFS tree $T_0$, which means that $d_T^w(x_{j+1}, x_j) = 1 = d_{G_0}(x_{j+1}, x_j)$, or was inserted later by the algorithm, which means that $d_T^w(x_{j+1}, x_j) = d_{G_0}(x_{j+1}, x_j)$. This means that in any case we have $d_T^w(x_{j+1}, x_j) = d_{G_0}(x_{j+1}, x_j)$ and therefore we get

\[ d_T^w(x, s) = \sum_{j=0}^{l-1} d_T^w(x_{j+1}, x_j) \geq \sum_{j=0}^{l-1} d_G(x_{j+1}, x_j) \geq d_G(x, s) . \]

Finally, we argue about the running time. The algorithm has two parts: the marking process and the search process. In the marking process, every node in $U$ marks its subtree in $F$ up to distance $2\kappa \delta$. For a single node this needs time $O(\kappa \delta)$. Therefore the running time of the reconnection part is $O(\kappa \delta)$ and $U$
Proof. It is easy to check that by our choices of running time of Lemma 12 are balanced and we get:

\[ \frac{\tau}{\kappa} \cdot X = \frac{nX}{\delta^2} \cdot \frac{\kappa^2 \delta}{X} = \frac{q \kappa^2 \delta}{X} = q^\frac{6}{7} \cdot \frac{n^{1/7} \cdot X^{6/7}}{n}. \]

We also have to check that \( \kappa \leq q \) and \( \delta \leq X \). Since \( X \leq n \) we get

\[ \kappa = \frac{q^{1/7} \cdot X^{1/7}}{n^{1/7}} \leq \frac{q^{1/7} \cdot n^{1/7}}{n^{1/7}} = q^{1/7} \leq q. \]

By assumption we have \( X \geq 2^{7/2} n / (qe^{7/2}) \). Since \( \epsilon \leq 1 \) it follows that \( X \geq n / q \), which is equivalent to \( n \leq qX \) and therefore we get

\[ \delta = \frac{n^{3/7} \cdot X^{4/7}}{q^{3/7}} = \frac{q^{3/7} \cdot X^{3/7} \cdot X^{4/7}}{q^{3/7}} = X. \]

We now argue that the invariant holds. By Lemma 12, we already know that

\[ d_{G_0}(x, s) \leq d_G(x, s) \leq d^u_T(x, s) \leq d_{G_0}(x, s) + \kappa \delta \]

for every node \( x \) such that \( d_{G_0}(x, s) \leq X \). We now show that our choice of \( \kappa \) and \( \delta \) guarantees that \( \kappa \delta \leq \epsilon d_{G_0}(x, s) \), for every node \( x \) such that \( d_{G_0}(x, s) \geq X/2 \), which immediately gives the desired inequality. By assumption we have \( X \geq 2^{7/2} n / (qe^{7/2}) \), which is equivalent to \( n \leq \epsilon^{7/2} qX / 2^{7/2} \) and therefore we get

\[ \kappa \delta = \frac{q^{1/7} \cdot X^{1/7}}{n^{1/7}} \cdot \frac{n^{3/7} \cdot X^{4/7}}{q^{3/7}} = \frac{n^{2/7} \cdot X^{5/7}}{q^{2/7}} \leq \frac{\epsilon q^{2/7} \cdot X^{2/7} \cdot X^{5/7}}{2q^{2/7}} = \frac{\epsilon X}{2} \leq \epsilon d_{G_0}(x, s). \]

Lemma 19. If \( X \geq 2^{7/2} n / (qe^{7/2}) \), then, by setting \( \kappa = q^{1/7} X^{1/7} / n^{1/7} \) and \( \delta = n^{3/7} X^{4/7} / q^{3/7} \), Algorithm 2 runs in time

\[ O \left( q^{6/7} \cdot n^{1/7} \cdot X^{6/7} \right). \]

Furthermore, it has the following invariant: For every node \( x \) such that \( d_{G_0}(x, s) \leq X \) and \( d_G(x, s) \geq X/2 \) we have

\[ d_{G_0}(x, s) \leq d_G(x, s) \leq d^u_T(x, s) \leq (1 + \epsilon) d_{G_0}(x, s). \]

Proof. It is easy to check that by our choices of \( \kappa \) and \( \delta \) the three terms in the running time of Lemma 12 are balanced and we get:

\[ \frac{\tau}{\kappa} \cdot X = \frac{nX}{\delta^2} \cdot \frac{n^{1/7} \cdot X^{6/7}}{n^{1/7}} = \frac{q \kappa^2 \delta}{X} = q^\frac{6}{7} \cdot \frac{n^{1/7} \cdot X^{6/7}}{n}. \]

We also have to check that \( \kappa \leq q \) and \( \delta \leq X \). Since \( X \leq n \) we get

\[ \kappa = \frac{q^{1/7} \cdot X^{1/7}}{n^{1/7}} \leq \frac{q^{1/7} \cdot n^{1/7}}{n^{1/7}} = q^{1/7} \leq q. \]

By assumption we have \( X \geq 2^{7/2} n / (qe^{7/2}) \). Since \( \epsilon \leq 1 \) it follows that \( X \geq n / q \), which is equivalent to \( n \leq qX \) and therefore we get

\[ \delta = \frac{n^{3/7} \cdot X^{4/7}}{q^{3/7}} = \frac{q^{3/7} \cdot X^{3/7} \cdot X^{4/7}}{q^{3/7}} = X. \]

We now argue that the invariant holds. By Lemma 12, we already know that

\[ d_{G_0}(x, s) \leq d_G(x, s) \leq d^u_T(x, s) \leq d_{G_0}(x, s) + \kappa \delta \]

for every node \( x \) such that \( d_{G_0}(x, s) \leq X \). We now show that our choice of \( \kappa \) and \( \delta \) guarantees that \( \kappa \delta \leq \epsilon d_{G_0}(x, s) \), for every node \( x \) such that \( d_{G_0}(x, s) \geq X/2 \), which immediately gives the desired inequality. By assumption we have \( X \geq 2^{7/2} n / (qe^{7/2}) \), which is equivalent to \( n \leq \epsilon^{7/2} qX / 2^{7/2} \) and therefore we get

\[ \kappa \delta = \frac{q^{1/7} \cdot X^{1/7}}{n^{1/7}} \cdot \frac{n^{3/7} \cdot X^{4/7}}{q^{3/7}} = \frac{n^{2/7} \cdot X^{5/7}}{q^{2/7}} \leq \frac{\epsilon q^{2/7} \cdot X^{2/7} \cdot X^{5/7}}{2q^{2/7}} = \frac{\epsilon X}{2} \leq \epsilon d_{G_0}(x, s). \]
Theorem 13 (Restated). In the decremental distributed dynamic network, we can maintain a \((1 + \epsilon)\)-approximate BFS tree over \(q\) edge deletions in a total running time of

\[
O \left( \left( q^{6/7} n^{1/7} D^{6/7} \right) \log D + \frac{n + q}{\epsilon^{7/2}} \right),
\]

where \(D\) is the maximum diameter.

Proof. The algorithm works as follows. At any time, we run \(\log D\) parallel instances of Algorithm 2 where, for the \(i\)-th instance we set the parameter \(X\) to \(X_i = 2^i\) and \(\kappa\) and \(\delta\) as in Lemma 19. Instance \(i\) covers the range \([X_i/2, X]\). Note that \(D\) might increase due to edge deletions. When we start a new phase in the instance that currently covers the highest range \([X_i/2, X]\), we do a full BFS tree computation. If the depth of the BFS tree exceeds \(X_i\), we start new instances covering the new range and charge the running time of the BFS tree computation to them. By using the bound \(X_i \leq D\), the running time of each instance of Algorithm 1 is

\[
O \left( q^{6/7} n^{1/7} D^{6/7} \right)
\]

Note that Lemma 19 does not apply if \(X < 2^{7/2} n/(q \epsilon^{7/2})\). If \(q \leq n\), we simply recompute the BFS tree of depth \(2^{7/2} n/(q \epsilon^{7/2})\) after every edge deletion. This adds \(O(qn/(q \epsilon^{7/2})) = O(n/\epsilon^{7/2})\) to the total running time. If \(q > n\), we maintain, also in parallel, an Even-Shiloach tree of depth \(2^{7/2} n/(q \epsilon^{7/2})\) from the root \(s\). This can be done in time \(O(n^2/(q \epsilon^{7/2}) + q)\) which is \(O(q/\epsilon^{7/2})\) since \(n \leq q\) and \(\epsilon \leq 1\). Thus, the total running time of this algorithm is

\[
O \left( q^{6/7} n^{1/7} D^{6/7} \log D + \frac{n + q}{\epsilon^{7/2}} \right)
\]

By using a doubling approach for guessing the value of \(q\) we can run the algorithm without knowing the number of edge deletions \(q\) beforehand. \(\square\)