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ABSTRACT
Architectural component models represent high level designs and are frequently used as a central view of architectural descriptions of software systems. The components in those models represent important high level organization units that group other components and classes in object-oriented design views. Hence, understandability of components and their interactions plays a key role in supporting the architectural understanding of a software system. In this paper we present a study we carried out to examine the relationships between the effort required to understand a component, measured through the time that participants spent on studying a component, and component level metrics that describe component’s size, complexity and coupling in terms of the number of classes in a component and the classes’ relationships. The participants were 49 master students, and they had to fully understand the components’ functionalities in order to answer 4 true/false questions for each of the 7 components in the architecture of the Soomla Android store system. Correlation, collinearity and multivariate regression analysis were performed. The results of the analysis show a statistically significant correlation between three of the metrics, number of classes, number of incoming dependencies, and number of internal dependencies, on one side, and the effort required to understand a component, on the other side. In a multivariate regression analysis we obtained 3 reasonably well-fitting models that can be used to estimate the effort required to understand a component. In our future work we plan to study more components and investigate more metrics and their relationships to the understandability of components and architectural component models.

Categories and Subject Descriptors
D.2.11 [Software Engineering]: Software Architectures; D.2.8 [Software Engineering]: Metrics
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1. INTRODUCTION
The main idea of software architecture is to concentrate on a high level view of a software system, i.e. to enable the organization of the fine-grained implementation artefacts into higher level organizational units, especially in the case of large-scale software systems. The software architecture of the system is defined as: “the structure or structures of the system, which comprise software components, the externally visible properties of those components, and the relationships among them” [5].

Architectural component and connector models (or component models for short) are frequently used as a central view of the architectural descriptions of software systems [6]. The main idea of a component-based software development is to manage the increasing complexity of software systems as well as to enable the reuse of software components, and in that way to facilitate the process of software development. In the context of object-oriented designs, components represent important high level organization units that group classes, as well as other components, and provide one or a couple of similar system functionalities.

Architectural understanding of a software system plays a key role in managing and maintaining the overall software system. Hence, understanding of components and their interactions in component models plays a key role in supporting the architectural understanding of a software system. So far in the software architecture literature we find only a very few studies that provide empirical evidence regarding the architectural understandability or the measurement of understandability (see e.g. [11, 8]). To the best of our knowledge, there is no existing empirical study on the understandability of architectural component models (the two previously cited studies [11, 8] examine understandability at the package level).

In this paper we present a study we carried out to examine the relationships between the effort required to understand a component measured through the time that participants spent on studying a component and component level metrics that describe the component’s size, complexity and coupling...
in terms of the number of classes in a component and the classes’ relationships. The execution of the study took place as part of the Advanced Software Engineering (ASE) master lecture at the University of Vienna in the Winter Semester 2013. The subjects of the study were the 49 master students of the ASE lecture. The software system to be studied by participants was the Soomla Android store Version 2.0, an open source framework for supporting virtual economy in mobile games. In order to answer 4 true/false questions for each component the participants had to fully understand the functionalities of each component by exploring the relationships (together with their roles) between the classes within each component and the relationships that those classes have with the classes outside of the given component.

The results of our analysis show a statistically significant correlation between 3 of the metrics, number of classes, number of incoming dependencies, and number of internal dependencies, on one side, and the effort required to understand a component, on the other side. In a multivariate regression analysis we obtained 3 reasonably well-fitting models that can be used to estimate the effort required to understand a component.

This paper is organized as follows: In Section 2, we briefly discuss the related work. In Section 3 we describe the study design. Section 4 describes the statistical methods we applied and the analysis of our data. In Section 5 we discuss the threats to validity of the study. In Section 6 we conclude and discuss future directions of our research.

2. RELATED WORK
As we mentioned before, so far in the software architecture literature we find only a very few studies that provide empirical evidence regarding architectural understandability. In particular, one existing study examines the influence of package coupling on the understandability of the software systems [11], while another one examines the relationships between some package-level metrics and package understandability [8]. None of these studies focuses on understandability of architectural components, the main focus of our study.

Model understandability has been studied by a number of authors in the field of data models. In that context, model understandability has been defined as the ease with which the model can be understood [24]. Moody proposes three metrics for model understandability: the model user rating of model understandability, the ability of users to interpret the model correctly, and the model developer rating of model understandability [24]. In the work by Patig [25] the variables and tasks that have been proposed by cognitive psychology or applied in computer science to test understandability are extracted. All variables have been theoretically justified by the authors that used them. In our study we measured the correctness of the answers and the time that participants spent on resolving the questions. Furthermore, our study aims to examine the understandability of components functionalities in the system implementation which can help in designing the component models together with their corresponding mappings to the implementation with a sufficient level of understandability.

Even though so far there are no rigorous empirical studies of architectural component model understandability, aspects like fault density and reuse of components have been studied before. Fenton and Ohlsson have studied the relations of fault density and component size [10]. Mohagheghi et al. have studied the comparison between software reuse and defect density and stability [23]. Their study is based on the historical data on defects, modification rate, and software size. Malaiya and Denton identify the component partitioning and implementation as influencing factors to determine the “optimal” component size with regard to fault density [21].

Many different software metrics for measuring the system’s architecture, components as its constituting parts, and structures similar to architectural component models, such as other higher-level software structures (package, module, graph-based structures) have been proposed. Metrics related to components and the corresponding architectures [15, 31, 29, 28] measure size, coupling, cohesion, and dependencies of individual components but also the complexity of the whole architecture when all the components and their interactions are taken into account. Different authors have proposed different package level metrics that measure their size, coupling, stability, and cohesion [8, 11, 12, 13, 32]. Module level metrics [27, 18, 14] measure coupling, cohesion, and size of modules, their hierarchical structure, the quality of modularization in the system, etc. Graph-based metrics measure different interactions between the nodes in the graph [13, 5, 19, 20, 2]. Some of the graph-based metrics have been shown to be useful in measuring large scale software systems in the sense that those systems share some properties that are common for complex networks across many fields of science [19]. All the mentioned metrics can be applied or can be more-less easily adapted to be applicable for the component models. However, none of the metrics is empirically validated regarding understandability of architectural components or architectural component models so far.

3. EMPIRICAL STUDY DESCRIPTION
For the study design we have followed the experimental process guidelines proposed by Kitchenham et al. [16] and Wohlin et al. [30]. The former was primarily used in the planning phase of the study while the later was used for the analysis and the interpretation of the results.

3.1 Goals, variables, and hypotheses
The main idea of this study is to explore the relationships between the understandability of the components in architectural component models and component level metrics that can be used to characterize their size, complexity and coupling to the other components in the system. The metrics that we used in this study are:

- **Number of Classes (NC):** The NC metric for a component is defined as a total number of classes inside a component.

- **Number of Incoming Dependencies (NID):** The NID metric for a component is defined as a total number of dependencies between the classes outside of a component and the classes inside a component that are used by those outside classes.

- **Number of Outgoing Dependencies (NOD):** The NOD metric for a component is defined as a total number of dependencies between the classes inside a com-
component and the classes outside of a component that are used by those inside classes.

- Number of Internal Dependencies (NIntD): The NIntD metric for a component is defined as a total number of dependencies between the classes within a component.

The first three metrics are adapted from the corresponding package level metrics (number of classes for a package, package afferent coupling and package efferent coupling) defined by Martin [22]. We consider the dependencies between the components in terms of the dependencies between the classes while in the work by Martin the dependencies between packages are considered through the number of packages that are related to the given package. The first three metrics characterize the coupling and the size of a component and the fourth metric is introduced to model the internal complexity of the component in terms of the number of dependencies between classes within a component.

We can differentiate two groups of variables in our study. The first group of variables was collected from the participants of the study while the second group of variables was collected from the studied system. The first group of variables includes three independent variables related to demographic information: programming experience, commercial programming experience, and experience in programming computer games. It also includes the two dependent variables, time required to study a component and the percentage of the correct answers on the study questions. The time variable is measured by the time that the participants spent on studying each component, and it is used to measure the effort required to understand a component. The percentage of the correct answers is introduced to help in estimating the understandability effort in case that the participants do not spend enough time to deeply study all the components in the system in order to achieve a high percentage of the correct answers. Namely, if the participants do not spend enough time on studying the given component, the percentage of the correct answers will probably decrease for that component so there is a dependency relation between these two variables. Therefore, the percentage of the correct answers can assist in estimating the time required to fully study the given component (i.e., to achieve 100 % of the correct answers), which can be used as an indicator of the effort required to fully understand a component.

The second group of variables includes the variables related to the metrics that we aim to explore: number of classes (NC), number of incoming dependencies (NID), number of outgoing dependencies (NOD), and number of internal dependencies (NIntD). They are all independent variables.

Regarding the NC metric, we expect that the bigger the size of a component in terms of the number of classes the more effort is required to understand it and therefore the more time is needed to study it. Regarding the NID metric, we expect that the higher the incoming dependencies of a component the more effort is required to understand it which can be used as an indicator of the effort required to understand a component measured though the time spent on studying it. Regarding NOD metric, we expect that the higher the number of dependencies between the classes within a component is, the more effort is required to understand it.

The dependent variables together with their scale types, units, and ranges are shown in Figure 1. The independent variables are shown in Figure 2.

Based on previous considerations we formulate the following set of hypotheses:

H\(_01\): There is a significant positive correlation between the number of classes (NC) in a component and the effort required to understand a component measured though the time spent on studying it.

H\(_02\): There is a significant positive correlation between the number of incoming dependencies (NID) of a component and the effort required to understand a component measured though the time spent on studying it.

H\(_03\): There is a significant positive correlation between the number of outgoing dependencies (NOD) of a component and the effort required to understand a component measured though the time spent on studying it.

H\(_04\): There is a significant positive correlation between the number of internal dependencies (NIntD) of a component and the effort required to understand a component measured though the time spent on studying it.

3.2 Study design

The execution of the study used to test the hypothesis took place as part of the Advanced Software Engineering (ASE) master lecture at the University of Vienna in the Winter Semester 2013.

3.2.1 Subjects

The subjects of the study are the 49 master students of the ASE lecture.
3.2.2 Objects

The software system to be studied by participants was the Soomla Android store\textsuperscript{2} Version 2.0, an open source framework for supporting virtual economy in mobile games. It allows mobile game developers to easier implement virtual currencies (tokens, coins, gems, etc.), virtual goods, and in-app purchases. The choice of using this particular system is motivated by the following factors:

- The Soomla Android store is a free open source system, which enables us to conduct the study and disseminate its results.
- It is used in real-world games and therefore it has industrial relevance.
- It addresses a well-known application domain that is likely known to the subjects from familiar real-world game applications.
- It is written in the Java programming language with which the participants were sufficiently familiar.
- The source code of the Soomla Android store adheres to coding standards and is rather easy to understand for most potential subjects. The source code classes are well designed in terms that there are no big deviations in their sizes, i.e. each of them provides one or a couple of similar functionalities.
- The overall source code of the Soomla Android store comprises of 54 source code classes distributed across 8 packages, containing a total of 3623 KLOC (excluding blank lines and commented lines); that is, it is likely comprehensible for the participants within an study session, but not too simple.
- The experimenters were familiar with the internals of the Soomla Android store.

3.2.3 Instrumentation

The following instruments were used to carry out the study:

*Three pages of architectural documentation about the Soomla Android store version 2.0.*

The documentation describes the conceptual architecture and lists technologies and frameworks used in the implementation. Besides text, a UML component diagram is used to illustrate the components in the system, and their inter-relationships in parts of the architecture. Participants were also provided with the set of traceability links, showing the relations between architectural components and their realized code classes.

![UML component diagram of the Soomla Android play store system](image)

**Figure 3:** UML component diagram of the Soomla Android play store system

<table>
<thead>
<tr>
<th>Component</th>
<th>Component’s role</th>
</tr>
</thead>
<tbody>
<tr>
<td>Security (C1)</td>
<td>Verifies the information during the purchasing process</td>
</tr>
<tr>
<td>CryptDecrypt (C2)</td>
<td>Provides encrypt/decrypt services to obfuscate the billing information and to encrypt/decrypt the data stored in or retrieved from the database</td>
</tr>
<tr>
<td>PriceModel (C3)</td>
<td>Describes the model that explains how the prices of virtual items are formed</td>
</tr>
<tr>
<td>GooglePlayBilling (C4)</td>
<td>Simplifies in-app billing API which is a Google play service that lets you sell virtual goods from inside your applications</td>
</tr>
<tr>
<td>StoreController (C5)</td>
<td>Provides the runtime functionality of the Android store and contains up-to-date store information</td>
</tr>
<tr>
<td>DatabaseServices (C6)</td>
<td>Performs the retrieval of the database and implements retrieval, add, and remove operations for store assets in the database</td>
</tr>
<tr>
<td>StoreAssets (C7)</td>
<td>Describes the virtual item used in the application (virtual currency, virtual goods, and their classification)</td>
</tr>
</tbody>
</table>

**Figure 4:** Soomla Android store components and their roles in the system

**Browser-based source code access.**

The Browser-based access to the source code of Soomla Android store was provided in a Lab environment on prepared computers. All source code classes were grouped in the corresponding components so that the participants can easily study the components in the system by studying their realized source code classes.

A questionnaire to be filled-in by the participants during the experiment.

On the first page of the questionnaire, the participants had to rate their experience, i.e. programming experience, commercial programming experience, and experience in programming computer games. The subsequent pages contain the understanding questions. In order to answer the questions correctly the participants had to fully understand the functionalities of each component by exploring the relationships (together with their roles) between the classes within each component and the relationships that those classes have with the classes outside of the given component. There were 4 true/false questions for each component, and the participants had to check the right answers among them. In the case of bigger components, answering the questions requires studying of more classes than in the case of smaller components. We also provided a table where the participants had to enter the time slots during which they studied each of the components. Each time slot contains a start and stop time, indicating the time when the participants started studying the given component and the time when they finish it, respectively. There were more time slots in case the participants wanted to study the component more than one

\textsuperscript{2}see: http://project.soom.la/
time. The time is written in the format hour : minute.

3.3 Execution

3.3.1 Preparation

As it is explained in Section 3.2 the study was conducted at the University of Vienna, Austria in the context of a lecture on Advanced Software Engineering. The total time limit for the whole study was 1.5 hours.

3.3.2 Data collection

The data collection was performed as planned in the design. The relevant data regarding the participants’ demographic information are shown in Figure 5.

![Experience of the participants](image)

**Figure 5: Experience of the participants**

According to the experience of the participants we can say that the participants have medium to high programming experience (most of them have [3,7) and more than 7 years of programming experience). Many of them have industrial programming experience, while only a very few have experience in game programming.

<table>
<thead>
<tr>
<th>Component</th>
<th>Number of excluded participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>8</td>
</tr>
<tr>
<td>C2</td>
<td>8</td>
</tr>
<tr>
<td>C3</td>
<td>8</td>
</tr>
<tr>
<td>C4</td>
<td>7</td>
</tr>
<tr>
<td>C5</td>
<td>23</td>
</tr>
<tr>
<td>C6</td>
<td>18</td>
</tr>
<tr>
<td>C7</td>
<td>14</td>
</tr>
</tbody>
</table>

**Figure 6: Number of excluded participants for each component**

The data related to the component level metrics are shown in Figure 9.

![Time – descriptive statistics](image)

**Figure 7: Time – descriptive statistics**

The data related to the component level metrics are shown in Figure 9.

By looking at Figure 7 we can observe that the time needed to study the first three components is significantly decreased comparing to the other components in the system. This is an expected result because those 3 components are smaller in terms of the number of classes they contain. It can be also observed that the time the participants spent on studying the components C5, C6 and C7 is decreased compared to the component C4. The percentage of the correct answers (see Figure 8) for the components C5, C6 and C7 is also decreased compared to the component C4 and the smaller components C1, C2 and C3. Even though it is realistic to expect that the percentage of the correct answers for the bigger components decrease on average (because of the higher amount of information that need to be studied which increases the probability of missing some information), it seems also that the participants needed a bit more time for studying the components C5, C6 and C7 (or at least for studying the component C7 which has more classes than the component C4) in order to achieve the higher percentage of the correct answers. Based on this consideration we obtained some prediction models for the time variable that use both the component level metrics and the percentage of the correct answers. Using that models it is possible to

4We tried the same study with a couple of our colleagues before we tried it within the course in order to estimate how much time the participants approximately need to study the components and to ensure that there will be enough time to study all the components within the study session of 1.5 hours.

3We expect that at least 30 seconds is needed to study each class in the component.
predict the time variable in order to achieve the maximum percentage of the correct answers which represents the effort required to fully understand a component. Model prediction analysis is explained in Section 4.3.

4. ANALYSIS

Based on the data obtained from the questionnaire we applied the following statistical analyses:

- Normality analysis: The Shapiro-Wilk normality test
- Correlation analysis: The Spearman rank correlation test
- Multicollinearity analysis: The Variance Inflation Factor (VIF) and the Condition Number (CN) calculation
- Multivariate Regression analysis: Construction of multivariate linear regression models that can predict the effort required to understand a component

For statistical analysis of the obtained data, we used the programming language R [26].

4.1 Testing Hypotheses

4.1.1 Testing the Normality

As the first step in analysing the data, we test the normality of the data by applying the Shapiro-Wilk normality test in R. The null hypothesis $H_0$ for the test states that the input data are normally distributed. $H_0$ is tested at the significance level of $\alpha = 0.05$ (i.e., the level of confidence is 95%).

After applying the normality tests we found that all variables do not fit the normal distribution (all p-values are less than 0.05; that is the null hypothesis can be rejected). Based on that we decided to pursue the non-parametric Spearman rank correlation test with our data in the next step of the analysis. The results of the Shapiro-Wilk test are shown in Figure 10.

Figure 10: Shapiro-Wilk Normality Test

<table>
<thead>
<tr>
<th></th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage of the correct answers</td>
<td>W = 0.9116; p-value = 2.377e-11</td>
</tr>
<tr>
<td>Number of Classes</td>
<td>W = 0.8987; p-value = 3.273e-14</td>
</tr>
<tr>
<td>Number of Incoming Dependencies</td>
<td>W = 0.9851; p-value = 2.471e-13</td>
</tr>
<tr>
<td>Number of Outgoing Dependencies</td>
<td>W = 0.9651; p-value = 2.667e-15</td>
</tr>
<tr>
<td>Number of Internal Dependencies</td>
<td>W = 0.7877; p-value = 2.2e-16</td>
</tr>
</tbody>
</table>

4.1.2 Testing the Correlation Between the Variables

In order to test our hypotheses the Spearman rank correlation test is used with a level of significance $\alpha = 0.05$. It examines whether there is a linear correlation between the tested variables.

Figure 11: The Spearman correlation coefficients and corresponding p-values between the time variable and the component level metrics

Figure 11 shows the Spearman’s coefficients and the corresponding p-values between the time variable and the component level metrics. There is a significant positive correlation between the variables number of classes, number of incoming dependencies and number of internal dependencies on one side and the time spent on the other side. It means that we can accept the hypotheses $H_{01}$, $H_{02}$, and $H_{04}$ of our study, i.e. there is a significant positive correlation between the variables number of classes (NC), number of incoming dependencies of a component (NID), and number of internal dependencies of a component (NIntD) on one side and the effort required to understand a component measured through the time spent on studying it on the other side.

Regarding the hypothesis $H_{03}$, we found that there is no significant correlation between the number of outgoing dependencies and the time variable. Hence, we can reject the hypothesis $H_{03}$, i.e. there is no significant positive correlation between the number of outgoing dependencies (NOD) of a component and the effort required to understand a component measured through the time spent on studying it.
correlation coefficient even becomes negative. It is a bit surprising result but can be however explained: high NOD of a component indicates high reusability of services provided by other components. If those services are well-understood they will decrease the time needed to understand the reusing classes in other components.

These results coincide with the results obtained in the work by Elish [8]. He studied package level metrics and found a significant positive correlation between the package level metrics number of classes in the package and package afferent coupling (incoming dependencies) with the effort required to understand a package. Also a non-significant negative correlation between the metric package efferent coupling (outgoing dependencies) and the time required to understand a package is found. Our study differs from the work by Elish in the following: firstly, our focus is on studying the understandability of architectural component models while he studied the understandability at the package level. Secondly, we measure the understandability effort using the time that participants need to answer the questions related to the understandability of the components’ functionalities while in the work by Elish the participants rated the effort they needed to understand the packages. Finally, we used the component level metrics that describe their size, coupling and complexity in terms of the number of classes they have and the classes’ relationships while in the work by Elish package level metrics are used.

4.2 Collinearity Analysis

To create prediction models that can be used to predict the time variable, first we have to conduct a collinearity analysis between the variables that can be the possible predictors of the time variable and to exclude those variables that are highly correlated with other possible predictors. All possible predictors include the component level metrics and the percentage of the correct answers (according to the discussion in Section 3.3.2). Accordingly, the Condition Number (CN) and the Variance Inflation Factor (VIF) values for the metrics were calculated. If the VIF values are higher than 10, multicollinearity is strongly suggested. The acceptable values for the condition number are the values less than 30 (a threshold suggested in the literature [4]). Figure 12 shows the CN and VIF analysis results.

![Figure 12: Condition Number and Variance Inflation Factor analysis results](image)

As we can see from Figure 12, the VIF results for the case of all predictors are less than 10 and the greatest VIF value is 7.96 (for NIntD). It seems that there is a tendency of multicollinearity between the variables (not so strong). Predictor that tends to be highly correlated with some other predictors (in our case this is NIntD, which has the greatest VIF value) can be linearly predicted from the others and it is redundant in the model. Therefore we decided to exclude the NIntD from our model after which we get acceptable results for both VIF and CN values (see Figure 12).

4.3 Multivariate Regression Analysis

Multivariate regression analysis is performed to construct different multivariate regression models that can be used to predict the effort required to understand a component measured through the time that participants spent on studying a component. We used the Mallows’ Cp calculation to create reasonably fitting models that prevent over-fitting of the data [17]. All the models that have $C_p \leq p$ (p - number of predictors including the constant predictor, if present) must be considered reasonably good fits. In Figure 13, the Mallows’ Cp parameter versus the number of predictors including the constant predictor (if present) for models with different combinations of the possible predictors (all variables in Figure 12 except NIntD) are shown. The drawn curve in the figure is the curve $C_p = p$. We can see that 3 models fit the explained criteria ($C_p \leq p$), i.e. they lie below or on the line $C_p = p$.

![Figure 13: Mallows’ Cp results](image)

The accuracy of the predicted models is checked using different results in R. The residuals are checked to follow the normal distribution. The influential points are the points whose removal will cause a large change in the fit [9]. Those points can be detected using the Cook’s distance contour lines. If some points have a distance larger than 1, it suggests the presence of a possible outlier or a poor model. The obtained models do not have such influential points. The coefficient of determination ($R^2$) is used to describe how well the regression fits a set of data. The statistical test of significance for $R^2$ is the F test [7]. The Mean Magnitude of Relative Error (MMRE) and prediction at level 0.25 (Pred(0.25)) measures are calculated as de facto stan-
stand and commonly used measures for the evaluation of the accuracy of the predicted models. The models coefficients, adjusted $R^2$, p-value for the F test, MMRE, and Pred(0.25) values are shown in Figure 14.

![Figure 14: Models' parameters](image)

For all the models adjusted $R^2$ is around 88 %, MMRE is around 35 %, and Pred(0.25) is in the range [46,51] %. Those results suggest that the obtained models fit the data quite well. The best model in terms of Pred(0.25) is Model 3, which has a value of 51 %. Beside the Mallows’ Cp calculation we also tested our models using the 10-fold cross-validation technique which is also useful for overcoming the problem of over-fitting [1]. The results show that the 3 previously selected models perform the best among the other models and have almost the same MMRE and Pred(0.25) values as it is shown in Figure 14. It confirms the validity and the results of our previous analysis using the Mallows’ Cp criterion.

Using the obtained prediction models we can calculate the time variable in order to achieve the maximum percentage of the correct answers (100 %) which represents the effort required to fully understand a component. In Figure 15 the predicted time variable using the model with the least number of predictors and the time variable obtained from the participants are shown. The predicted time variable slightly differs from the time variable obtained from the participants. Just for the component StoreAssets (C7) the difference is significant. It can be interpreted in the way that the participants needed a bit more time for studying the component StoreAssets (C7) while they spent enough time for studying the other 6 components in order to be able to answer all the questions correctly.

In order to obtain more robust prediction models that can be used in a broader sense we need to study more systems and to explore other software metrics that can assist in assessing the understandability of components and architectural component models.

5. VALIDITY EVALUATION

In this section we discuss the various threats to validity of our study and how we tried to minimize them:

**Conclusion validity.**

The conclusion validity defines the extent to which the conclusion is statistically valid. The statistical validity might be affected by the size of the sample (49 students answered the questions for the 7 components).

The maximum number of participants we excluded from the consideration for some component is 23 (see Figure 6). This means that the minimum number of participants who are considered for any component is 26 which is quite fair. In contrast to this the study is limited to the small-size dataset that consists of 7 components due to the limited time of the study session. Also the study is limited to the 4 component level metrics. However, the appropriate statistical analysis is performed in the study and some well-fitting models for the prediction of the effort required to understand a component are obtained. We plan to increase the number of studied components and to investigate more metrics in our future work.

**Construct validity.**

The construct validity is the degree to which the independent and the dependent variables are accurately measured by the appropriated instruments.

Regarding the dependent variables the percentage of the correct answers is measured through answering of the pre-defined set of questions, while the time variable is measured by entering the start and the stop time from the participants right before they start and right after they finish studying the given component. The percentage of the correct answers is calculated by checking if the answers from the participants are correct or incorrect. Therefore there are no threats to its accuracy. In contrast to this, the participants could have forgotten to write the time right before they start and right after they finish studying the components which represents a threat to the accuracy of the time variable. In order to reduce that threat we wrote a reminder before each component to remind the participants to write the stop time in the previously studied component if they forgot it and the start time for the given component they intend to study as the next one.

Independent variables that represent the component level metrics are calculated with the help of the tool ObjectAid.
UML Explorer\textsuperscript{6}. The dependencies between the source code classes are visualized in the tool and were then counted manually. There is only a very low threat to validity that the metrics calculations are not valid.

**Internal validity.**

The internal validity is the degree to which conclusions can be drawn about cause-effect of independent variables on the dependent variables. We dealt with the following issues:

- **Differences among subjects.** The subjects experience has approximately the same degree with regard to programming since most of them have at least medium experience in that area.

- **Accuracy of subject responses.** The threats for the accuracy of the variables time and the percentage of the correct answers are discussed in Section 5.

- **Other important factors.** Influence among subjects could not really be controlled. However, the study was carried out under supervision of a human observer. As no interactions between the participants have been observed, we assume that this potential threat did not affect the validity of the study.

**External validity.**

The external validity is the degree to which the results of the study can be generalized to the broader population under study. The following facts are identified:

- **Components and classes that are used.** For the purpose of the study we used small-size dataset that consists of 7 components of the Soomla Android store system due to the limited time of the study session. The number of studied components can be increased in replications of the study in order to be able to generalize the results. Another threat to external validity is the size of the classes in a component. As it is mentioned in Section 3.2.2 there are no big deviations in the sizes of the classes in the Soomla system, i.e. each of them provides one or a couple of similar functionalities. In the general case, there could be some classes that are much bigger than other classes in the system and in that case the number of classes in a component will not be an appropriate measure of its size. This case actually is not in accordance with good design principles, i.e. the big classes should be divided into smaller classes that encompass one or a couple of similar functionalities but this case can be examined in terms of which deviations in the classes’ size are acceptable and do not violate the performed analysis.

- **Subjects.** In order to solve the difficulties about obtaining well-qualified subjects we used the master students at Faculty of Computer Science of the University of Vienna. While it is possible to show that they have substantial experience (and also industrial backgrounds), we are aware that more empirical studies with professionals need to be carried out in order to generalize the results.

6. **CONCLUSIONS AND FUTURE WORK**

In this paper we present the results obtained from a study we carried out to examine the relationships between four component level metrics that describe the components’ size, coupling and complexity in terms of the number of classes they have and the classes’ relationships on one side and the effort required to understand a component on the other side. The effort required to understand a component is measured through the time that the participants spent on studying each of the components. The study was conducted using the Soomla Android store system with 7 components in the architecture. Correlation, collinearity and multivariate regression analysis were performed. The results of the analysis show statistically significant correlation between 3 of the metrics (number of classes, number of incoming dependencies, and number of internal dependencies) on one side and the time obtained from the participants of the study on the other side. In a multivariate regression analysis we obtained 3 reasonably well-fitting models that can be used to estimate the effort required to understand a component measured though the time spent on studying it. In our future work we plan to study more components and to investigate more metrics and their relationships to the understandability of components and architectural component models.
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