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Abstract. Implementing rules, constraints, and requirements contained
in regulatory documents such as standards or guidelines constitutes a
mandatory task for organizations and institutions across several do-
mains. Due to the amount of domain-specific information and actions
encoded in these documents, organizations often need to establish co-
operations between several departments and consulting experts to guide
managers and employees in eliciting compliance requirements. Providing
computer-based guidance and support for this often costly and tedious
compliance task is the aim of this paper. The presented methodology
utilizes well-known text mining techniques and clustering algorithms to
classify (families) of documents according to topics and to derive signif-
icant sentences which support users in understanding and implementing
compliance-related documents. Applying the approach to collections of
documents from the security and the medical domain demonstrates that
text mining is a promising domain-independent mean to provide support
to the understanding, extraction, and analysis of regulatory documents.

Keywords: Compliance, Regulatory documents, Requirements extraction, Text
mining

1 Introduction

Eliciting and implementing requirements from textual sources, i.e., regulations
such as Basel III [13], represents a major challenge for todays businesses and re-
quires a significant effort in terms of time and cost (cf., e.g., [18]). For example,
for a company the average cost (respectively duration) to implement the ISO
27001 standard is estimated between $6500 and $26000 (respectively between
6 and 12 months) [16]. It is often a manual and tedious process to interpret,
adapt, and implement the clauses from standards and guidelines into appropri-
ate technologies, processes, and actions, supported by consultants. Moreover, the
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cooperation between consultants and several departments is required in order to
correctly interpret and adapt these regulations. Most employees and managers
are experts in their field but dealing with these cumbersome documents is a chal-
lenge. The sheer breadth, intentional neutrality, and lack of actionable details
are the main obstacles to understand and apply the information in a meaningful
way. On the other hand, since many of these documents went through a very
rigorous drafting and voting process, the use of terminologies and words is care-
fully thought aiming for maximal precision. This raises an interesting question
i.e., what if computers can be used to assist to understand, interpret, and imple-
ment regulatory documents and guidelines and to extract the salient features? A
comprehensive approach towards this question has not been provided yet [21].

In order to access this problem the paper aims at answering the following
research questions:

RQ1 How can standard text mining tools help to understand the topics and content
of regulatory documents and guidelines?

RQ2 How to improve the results produced by these methods?
RQ3 Is it possible to extract sentences which are relevant for implementing such

documents?

For this purpose, a methodology is proposed that constitutes a first step
towards covering RQ1, RQ2, and RQ3. One idea of this methodology is the
fragmentation of (larger) documents into subdocuments in order to exploit their
logical structure and to improve the results of text mining techniques. Another
idea is the further analysis of the documents using clustering to group document
fragments by topics. The proposed methodology is evaluated based on three case
studies whereupon two of them are described in the paper and the third one
is added as supplementary material4. The first case study features a selection
of ISO 27000 standard documents. Contrary, for the second case study only
one medical document was chosen to demonstrate the usage of the document
fragmentation contained in the methodology. Therefore, it will be possible to
outline the feasibility and applicability of the approach to a variety of domains
and documents. Privacy documents are the subject of the third case study.

The paper is structured as follows. First, in Sect. 2, the methodology of the
approach is presented. Afterwards, the document collections used for the case
studies are described in Sect. 3.1 and 3.2. The evaluation of these case studies is
issued in Sect. 4 while in Sect. 5 use cases and limitations are discussed. Related
work is presented in Sect. 6 and the paper terminates with a conclusion and
outline of future work in Sect. 7.

2 Methodology

The methodology presented in this section is depicted in Figure 1 and was imple-
mented in R5. The starting point is the collection of selected documents which

4http://www.wst.univie.ac.at/projects/sprint/index.php?t=tm
5https://www.R-project.org/
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Fig. 1: Characterization of regulatory documents – Methodology

is loaded into one corpus. Standard corpus transformations as implemented in
the tm-package6 are applied on this basic corpus, for example converting all
characters to lower case, removing the numbering, punctuation, stop words as
well as customized (stop) words depending on the content and structure of the
document (e.g., copyright labels).

To acquire an overview of the topics covered in this set of documents, frequent
terms are resolved and represented by word clouds and histograms, applying on
the one hand weightTf (a weighting scheme using term frequencies) and on the
other hand weightTfIdf (term frequency — inverse document frequency) [23]
(1st Analysis). Using weightTfIdf is especially suited for document sets of
different length as frequencies are normalized [17]. In our context weightTfIdf
is appropriate due to the wide length spread of the documents within the first
case study (cf. Sect. 3.1; 7→ RQ1). Nevertheless, these methods will in general
not lead to an in-depth understanding of each document or parts of documents
thus further analysis is necessary.

In order to achieve improved analytical results, the idea is to divide the
documents into logical units or fragments and to perform analysis based on
clustered fragments (Data Preparation; 7→ RQ2). It is well-known that text
mining techniques deliver better results when applied to a large number of short
documents (with respect to the number of words), e.g., tweets, than on few
but large documents [11] with a dense information value. Figure 2 provides a
categorization of the selected document collections for the case studies (cf. Sect.
3) compared to tweets with respect to two parameters, i.e., number of words
per document and number of documents (per collection). The intention is to
design the fragmentation in such a way that the resulting partial documents
imitate the characteristics of tweets, i.e., few words, but many single documents
in order to thin out the information density of the original document. So the
goal of the data preparation step is to fragment the documents in such a way
that the outcome, i.e., all partial documents considered together is located in the
upper left (grey) corner of the figure. Consequently, the fragmentation should
be fine-granule enough, but without leading to overly short fragments.

Additionally, it seems to be meaningful to operate on “connected” fragments
that reflect the structure of the document. Normally this is suggested by the

6https://CRAN.R-project.org/package=tm
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Fig. 2: Categorization of selected (collections of) documents based on their num-
ber and size, i.e., number of words per document

structuring of a text into sections and subsections. It depends on the documents
which fragmentation level should be chosen. For implementation purposes it can
be helpful if the documents have a clear structure and a table of contents, like
the ISO documents (cf. R-Script in Sect. 4.1). In this case it is possible to extract
(sub-) sections automatically based on the table of contents and suitable regular
expressions.

After the fragmentation an optional further step is to merge all partial docu-
ments into one corpus on which the above mentioned transformations are applied
once more. Now, frequent terms can be computed again in order to check if the
splitting has led to a better and more detailed understanding of the documents’
topics. Since as a next step clustering methods are used for resolving fragments
treating similar topics (Model building), this could be helpful when a decision
on the number of clusters has to be made.

Why is clustering of the fragments in this case feasible? Families of docu-
ments containing guidelines often have content overlaps so it is possible that
fragments of different documents may treat the same topic and should therefore
be considered together. The opposite is also imaginable and consequently frag-
ments dealing with totally different issues should be separated. Additionally, not
much informaion about the documents is available and so clustering is the right
choice for this setting [6]. There are multiple clustering algorithms available. The
most popular is k-means. Choosing the appropriate number of clusters k is not
a trivial task since the results of k-means strongly depend on the initial selec-
tion of seeds [6]. In the evaluation, the number of clusters k is determined by
using the elbow method (cf. [24]) whereupon for each k the average variability
(within sum of squares) is computed ten times and the arithmetic mean over
these ten runs is used in the elbow plot. In combination with the information
from the previous analysis steps a reliable decision on the number of clusters is
thus possible.

The evolved clusters define the new corpora, for example, if the number of
clusters is 10, also 10 corpora are set up. In the 2nd analysis word clouds,



histograms or dendrograms (not displayed in the paper) can be computed per
cluster. These last two steps (Model building & 2nd Analysis) can of course be
iterated per cluster if the number of document fragments is very large.

At the end, the topic(s) of document fragments in one cluster can be derived
based on which a characterization of the fragmented documents becomes possi-
ble. As a final step (Wordlist generation, Sentence extraction) wordlists are
built (per cluster) and used to extract significant sentences from the fragmented
documents in one cluster (cf. Algorithm 1; 7→RQ3). The sentence extraction
enables the outline of potential requirements and implementation guidelines.

Data: clustered fragmented documents
Result: significant sentences per cluster
for each cluster do

build a corpus consisting of all documents in the cluster;
determine (unique) uni- and bigram keywordlists based on frequent terms;
optional: let user edit these lists;
perform POS tagging per sentence for documents in the corpus;
extract sentences containing at least one word (unigram or bigram) present
in the keywordlists

end
Algorithm 1: Determine significant sentences for each cluster

Algorithm 1 computes per cluster unigram and bigram wordlists. These con-
sist of frequent terms using both weightTf and weightTfIdf. A user could refine
these lists or add terms that might be of importance. Then sentences are tagged
using the function Maxent Sent Token Annotator() contained in the R-package
OpenNLP7. If a sentence contains a word present in the wordlists it is saved for
output and the user can view all extracted sentences per cluster in a .txt file.

Overall, the presented methodology combines existing text mining and ana-
lytical techniques with a novel document fragmentation approach. The following
case studies will illustrate the applicability of the methodology to documents
from different domains and show that it faciliates a sound understanding of the
fragmented documents.

3 Description of Documents

3.1 Description of ISO/IEC documents

For the first case study, 13 documents from the ISO 27000 security standard fam-
ily, i.e., a document composition treating a similar topic (in this case IT security),
were selected. This selection consists of ISO 27000 2014, ISO 27001 – ISO 27005,
ISO 27010, ISO 27011, ISO 27013, and ISO 27032 – ISO 27035. Document ISO
27000 2014 is an overview document that guides the reader through the more
specific topics of the following documents, e.g., guidelines for cybersecurity in
ISO 27032. It also contains a glossary with important general terms. Moreover,

7https://CRAN.R-project.org/package=openNLP
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every document also encloses a collection of terms specifically important for this
document. The documents contain between 42 and 136 pages.

A qualitative assessment of the documents was conducted based on an expert
interview. The results are summarized in the following:

1. ISO 27001: Overview and vocabulary: 1
3 is management-related, 2

3 technical;
document has a special role, i.e., it provides a general overview for the man-
agement; document contains description of overall process; the components
are defined in the other documents

2. ISO 27002: Code of practice; describes actors and roles as well as different
aspects of organization (cf. roles) / management (cf. information processing)

3. ISO 27003: Guidance of implementation
4. ISO 27004: Information security management system (ISMS) measurement
5. ISO 27005: Risk assessment, breakdown of risk assessment
6. ISO 27010: Information exchange inter-organizational, inter-sector / inter-

organizational communication
7. ISO 27011: Instantiation for telecommunication
8. ISO 27013: Integrated implementation (document per se not so relevant)
9. ISO 27032: Cybersecurity

10. ISO 27033: Network Security
11. ISO 27034: Application Security
12. ISO 27035: Information Security, Incident Management

3.2 Description of Medical document

The document “Diagnosis and treatment of melanoma: European consensus-
based interdisciplinary guideline” [8] consists of 14 pages and contains instruc-
tions on cutaneous melanoma diagnosis and treatment. Within a previous case
study (cf. [3]) process models and constraints were manually resolved from the
document. Therefore it will be possible to compare this manual outcome with the
results of the application of the presented methodology. Selecting this document
for a second case study is reasonable since it illustrates the variety of domains
and document collections the methodology can be applied to (cf. Figure 2).

4 Evaluation

The methodology outlined in Sect. 2 is applied within three case studies. First,
to security documents from the ISO 27000 family (cf. Sect. 3.1) and secondly on
a medical document (cf. Sect. 3.2). The third case study as well as all results
and figures can be downloaded4.

4.1 Case Study 1: ISO Documents

As described in Sect. 3.1, 13 documents were chosen for the first case study. All
documents are merged into one corpus securityAll and the previously described



corpus transformations are applied. Following the methodology, depicted in Fig-
ure 1 in a 1st analysis the most frequent terms are visualized using a word cloud
with a maximum of 100 words and a histogram (taking the distribution over the
documents into account), always applying weightTf as well as weightTfIdf. The
results are displayed in Figure 3a and 3b.

(a) Word cloud for securityAll, weightTf (b) Word cloud for securityAll, weightTfIdf

Fig. 3: Word clouds for securityAll

What can be recognized but is not surprising is that the terms information
and security are frequent. Also the terms management, iso/iec, isms, orga-

nization, risk as well as measurement, cyberspace, cybersecurity and
telecommunications occur quite often. Figure 4 shows the distribution of fre-
quent terms (computed for weightTf ) in each of the selected documents (one
color per document). What can be observed is that telecommunications only
shows up in ISO 27011 whereas information and security are present in each
document. In Figure 5 weightTfIdf was used and the frequent terms are even
more correlated to a specific document.

After this first analysis step, all documents are (semi-) automatically split
into sections. For this data preparation step a R-Script was implemented which
(per document)

1. extracts the table of contents via regular expressions; each section headline
corresponds to one entry in a vector

2. searches the main part of the document for the section headlines
3. extracts the part in between the section headlines (inclusive headlines)
4. saves the fragments to separate txt files.

This script is tailored to the structure of the security documents, but its
main idea (to perform fragmentation according to the table of contents) can
be adopted to fit other document structures. Section headlines are saved twice
since they are considered to contain important terms. The fragmentation level
was set at section level for all documents in this case study, so in the end 202
fragments are obtained. For the subsequent steps, the introduction, as well as



Fig. 4: Histogram for securityAll, weightTf

Fig. 5: Histogram for securityAll, weightTfIdf



the scope and terms and definitions sections of each document were not included
since these fragments would increase the frequency of already frequent terms and
would therefore cause noise which should be avoided. Thus the second corpus
securitySections only contains 129 files.

After preprocessing the second corpus, word clouds and histograms are com-
puted in order to see if the results have improved compared to the first analysis.
Only when using weightTfIdf a change was noticed. In this case the terms ISMS,
inter-organizational, inter-sector, risk and community are more recur-
rent than for corpus securityAll.

For model building, the number of clusters for k-means is determined.
Therefore an elbow plot is used. For the document-term matrix weightTfIdf is
applied and the distance measure is the cosine distance. The initial centers are
selected randomly and as mentioned in Sect. 2 the average variability (within
sum of squares) is computed ten times for each k but the plot (cf. Figure 6)
includes only the arithmetic mean over these ten runs.

Fig. 6: Elbow plot for securitySections

According to Figure 6, 10 clusters are reasonable, so k-means is performed
for k = 10. The resulting clusters contain between 7 and 25, in average 12.9 frag-
ments. In a 2nd analysis for each of these clusters word clouds and histograms
are computed. Additionally, the wordlist determination is performed in order
to derive significant sentences.

For showing the feasibility of the methodology the results for one randomly
picked cluster are given in the following.

Example Cluster (Security) (ECS): All 9 fragments of this cluster are put
into a corpus corpusECS and after preprocessing corpusECS it can be recognized
that the following terms stand out

– unigram word clouds (cf. Figure 7a and 7b): measurement, information,

security, isms, management, results, criteria, data, organi-



zation, effectiveness, program, base, improvements, assurance,

integration, verification, risk
– bigram word clouds (cf. Figure 8a and 8b): security measurement, mea-

surement results, derived measure, base measure, ensure measure-

ment, data analysis and data collection.

(a) Word cloud for ECS, weightTf (b) Word cloud for ECS, weightTfIdf

Fig. 7: Unigram word clouds for ECS

(a) Word cloud for ECS, weightTf (b) Word cloud for ECS, weightTfIdf

Fig. 8: Bigram word clouds for ECS

Based on these results it can be concluded that the documents contained
in this cluster treat the measurement and evaluation of ISMS, as well as top-
ics on data collection, storage and handling of ISMS in general. Responsibility
assignments are also covered in the fragments. This is checked by inspecting
the fragments which are 5.information security measurement overview,

6.management responsibilities, 7.measures and measurement develop-

ment, 8.measurement operation, 9.data analysis and measurement re-

sults reporting, 10.information security measurement programme

evaluation and improvement, annex a, annex b all contained in ISO 27004
and annex e from ISO 27003. The observed terms and deduced topics fit the
description of ISO 27004 and 27003 in Sect. 3.1.



Now the overall topic of the fragments is known and two specific wordlists
(one for unigrams and another for bigrams) can be acquired. This is done by
resolving frequent unigrams respectively bigrams with function freqTerms im-
plemented in the tm-package. Additionally, a domain expert could extend and
refine these wordlists which can now be applied in order to figure out relevant
phrases and sentences.

The wordlists for the selected cluster are

– Unigrams: base, construct, control, criteria, data, decision,

indicator, information, isms, management, measure, measurement,

method, number, organization, reporting, reserved, results, re-

view, rights, security, specification

– Bigrams: base measure, decision criteria, derived measure, fre-

quency data, information security, management review, measure

specification, measurement construct, measurement method, mea-

surement results, object measurement, rights reserved, security

measurement, siemens ag, third party.

Three examples of the derived sentences determined by Algorithm 1 are

– “An organization should develop and implement measurement constructs
in order to obtain repeatable, objective and useful results of measurement
based on the information security measurement model.”

– “The information security measurement programme and the developed mea-
surement construct should ensure that an organization effectively achieves
objective and repeatable measurement and provides measurement results for
relevant stakeholders to identify needs for improving the implemented isms,
including its scope, policies, objectives, controls, processes and procedures.”

– “All relevant measures applied to an implemented isms, controls or groups of
controls should be implemented based on the selected information needs.”.

Implementation instructions are clearly contained in these sentences. So it is
possible to figure out requirements (semi-) automatically by combining standard
text mining tools with fragmentation and clustering of documents.

The ISO documents have significant section titles and so the advantage of the
approach concentrates more on the automatic grouping of fragments, the (semi-)
automatic deduction of wordlists and the extraction of relevant sentences than
giving a first insight of the content.

4.2 Case Study 2: Medical document

As described in Sect. 3.2, the medical document differs from the ISO document
collection. There is only one short document (14 pages) available compared to
the ISO documents (≥ 42 pages). Moreover, it has a different structure, e.g., no
table of contents is included. So, fragmentation based on the table of contents is
not possible here. Instead, one has to figure out appropriate regular expressions
for being able to perform an automatic fragmentation.



After importing the document into the corpus corpusMedical, transforma-
tions like converting all words to lower case and removing customized words are
applied. Performing the 1st analysis step of the methodology generated the
word clouds depicted in Figure 9. Applying weightTfIdf is not reasonable here,
since corpusMedical contains only one document. Examples of frequent unigrams
and bigrams are melanoma, patients, metastases, treatment, cancer,

therapy, et al, lymph node, malignant melanoma, cutaneous melanoma.
Having a closer look at the remaining terms gives a good impression of the con-

(a) Unigram word cloud (b) Bigram word cloud

Fig. 9: Word clouds for the medical document

tent of the document. One could verify this by e.g., reading the abstract.
For the data preparation the document is fragmented. As mentioned be-

fore, the document does not contain a table of contents, so the fragmentation is
issued via suitable regular expressions. Splitting the document into subsections
results in 35 partial documents while fragmentation on section level produces
just 7 partial documents. For this analysis the subsection level is chosen in order
to produce a fine-granule fragmentation.

As in the first case study an elbow plot for determining the number of clusters
is used (cf. Figure 10; model building). Based on this plot k = 6 is chosen for
k−means clustering and the clusters contain between 3 and 9 fragments. Like
before, the results of one randomly picked cluster are given below.

Example Cluster (Medical) (ECM): Following the methodology outlined
in Sect. 2 a 2nd analysis is issued on the five documents contained in the
cluster. For this purpose the documents are merged into a corpus corpusECM.
Subsequently, corpus transformations are again applied on this corpus and word
clouds are computed (cf. Figure 11 and 12). Here, weightTfIdf can be used again
since the corpus contains more than one document.

In contrast to the primary word clouds a more detailed description of the
documents in ECM seems to be possible. Here, the frequent terms are not
only metastases and therapy but also different types of metastases like skin

metastases, distant metastases, bone metastases, brain metastases.
The documents in the cluster also seem to contain therapy and treatment sug-



Fig. 10: Elbow plot for the medical document

gestions (cf. patients, survival, radiation, surgical, rate, indica-

tions, pain, stability, treatment choice, effectively palliated).

(a) Unigram word cloud, weightTf (b) Unigram word cloud, weightTfIdf

Fig. 11: Unigram word clouds for ECM

Keyword lists are generated and used to extract sentences resulting in

– “For multiple lesions on a limb, isolated limb perfusion with melphalan ±
tumour necrosis factor (TNF) has palliative value.”

– “In stage iii patients with satellite/in-transit metastases the procedure can
be curative, as indicated by the reported 5- and 10-year survival rates of
40% and 30%, respectively.”

– “Even though excision is the treatment of choice for lentigo maligna, ra-
diation therapy may achieve adequate tumour in-transit metastases, which



(a) Bigram word cloud, weightTf
(b) Bigram word cloud, weightTfIdf

Fig. 12: Bigram word clouds for ECM

are too extensive for a surgical approach, may be effectively controlled by
radiation therapy alone.”

Without an expert interview a qualitative assessment of the derived terms
and sentences is not possible right away, but reading through the partial docu-
ments in the cluster (3.9 skin metastases, 3.10 distant metastases, 4.1

primary melanoma, 4.4 bone metastases, 4.5 brain metastases) can pro-
vide an evaluation for the feasibility of the clustering, i.e., if the topic of the
documents in the cluster is derived correctly. This is the case for ECM.

Nevertheless, in order to be able to compare the significance of the derived
sentences per cluster, we searched for the cluster with the partial document con-
taining a manually derived subprocess (cf. Figure 13). In fact, the methodology
determined the following sentences for this cluster:

“There is considerable variation in follow-up approaches and few data to
support them. In stages I-II melanoma, the intent is to detect loco-regional
recurrence early so that the frequency of follow-up examination is usually every
3 months for the first 5 years, whereas for the 6-10th year period investigations
every 6 months seem to be adequate.”

The second sentence represents a constraint similar to the one depicted by the
subprocess in Figure 13 which leads to the conclusion that it is possible to extract
constraints (respectively requirements) using the presented approach. Due to
lack of space the third case study based on a selection of privacy documents is not
in the paper but can be downloaded4. Based on the methodology it was possible
to group the fragmented documents into clusters having similar topics. For exam-
ple one cluster treats the legal aspects of privacy and their impact on the society
and companies. For this cluster the terms rights, fundamental, article,

impact, human, protection, sources, executive, fundamental rights,

impact assessment, european union were derived using word clouds and his-
tograms. Based on these frequent terms, sentences were found that contain im-
plementation instructions.



Fig. 13: BPMN Model: Sonography Aftercare Subprocess (cf. Fig. 4 in [3])

5 Limitations and Application Scenarios

The evaluation section has demonstrated the applicability of the methodology on
several security and one medical document. Many more use cases encountering
other domains and document sets are imaginable. But how can organizations
and institutions benefit from these results, what limitations might emerge from
the methodology and what are application scenarios?

By now, the main focus for visualizing frequent terms is on word clouds and
histograms, but for a more in-depth understanding of the documents further
techniques might be useful. Dendrograms, i.e., hierarchical clustering of terms
are only one possible technique. Another one is to perform association analysis
for selected frequent terms and to display the results by, e.g., network maps.

Even though the methodology delivered a reasonable grouping of fragmented
documents as well as significant sentences it is necessary to evaluate the com-
pleteness of these sentence collections per cluster. It is likely that not every im-
portant term is represented by a frequent unigram or bigram. For evaluating the
completeness and correctness domain experts should additionally be consulted.

Therefore, in combination with domain knowledge the methodology can ex-
tract main characteristics of a series of documents related to planning and im-
plementing of regulatory documents and best practices in existing standards
and guidelines. This makes it easier for organizations to accelerate the instal-
lation and maintenance of compliance guidelines and related processes, shorten
the consulting procedure, and reduce the overall implementation costs. Never-
theless, the methodology does not provide an interpretation of how guidelines
should be brought into action in a specific setting.

Another limitation of the approach arises from “hidden” information in pic-
tures and tables. One solution is to use tools that are able to parse such infor-
mation to make it available for an analysis in R.

Most requirements elicitation approaches demand additional knowledge (cf.
Sect. 6). Here, additional knowledge consists of, e.g., overview documents or glos-
saries, and might decrease implementation effort and increase the output qual-
ity during the clustering stage where document fragments are grouped together.
Nevertheless, such additional knowledge is not mandatory for this methodology.



6 Related Work

This work touches different areas, i.e., requirements engineering, deriving process-
related information from text, and text mining. Thus related work from these
areas will be discussed in the following.

Requirements engineering is a broadly investigated field where requirements
elicitation constitutes one of the phases in the engineering process. Out of
the multiple frameworks for requirements engineering, some approaches suggest
(semi-)automated requirements elicitation/identification techniques. The survey
presented in [18] has investigated in how far the requirements identification phase
is supported in an automated manner. There are some approaches that support
or envision (semi-)automatic requirements identification. The majority of these
approaches requires additional knowledge, e.g., an ontology. While this is promis-
ing for the presented approach as well, the work presented in this paper does
not assume additional knowledge. The only automatic approach that does not
require additional knowledge (acc. to [18]) is [1]. In contrast to the methodol-
ogy presented in the paper at hand, [1] assume short forum posts as input. [21]
conducted a systematic review on security and privacy requirements elicitation
approaches and concluded that there is only little support for automated re-
quirements elicitation. Overall, the approach presented in this work can be seen
as support for requirements elicitation and can be employed with any of the
requirements engineering frameworks. After extracting requirements, contextu-
alization, i.e., the interpretation of requirements is often useful. An approach
using predefined templates is presented in [14].

Implementing requirements contained in regulatory documents often corre-
lates with determining process models and constraints that restrict the imple-
mentation. Process model discovery from textual sources is envisaged by several
existing approaches (cf. e.g., [2, 7, 9, 10, 19, 20]), but how to derive these from
natural language documents is still an open question (cf. [15]). The reason is
that the mentioned approaches have limitations and partly strict requirements
on the textual information. The approach presented by [7], for example, requires
“the description to be sequential and to contain no questions and little process-
irrelevant information.”. This, in turn, restricts the outcome, i.e., the process
models, as well, as real-world processes are often not purely sequential, but in-
volve further patterns such as decisions. For requirements elicitation, in addition,
information such as on frequently executed activities can be useful as well (cf.
medical case study in Section 4.2). Opposed to existing approaches, this work
aims at neither imposing restrictions on the text of interest nor on the outcome.

[5] outline the prototypical text mining process in R including common cor-
pus transformations as mentioned in Sect 2. Employed weighting schemes for
term-document matrix construction follow best practices as discussed in [17]
and [23]. Chunking of long documents in shorter fragments has been proposed
by [4] in the context of stylometry of texts. However, their approach focused
on better visualization (by having more data points) but ignored the seman-
tic fragmentation we highlight in this paper (where connected fragments and
paragraphs capture coherent semantic concepts). Clustering text documents in



R was discussed in [12] but focused on clustering techniques and distance mea-
sures. We instead use clustering as an explanatory guiding technique that needs
specific treatment; e.g., for finding a good number of clusters we used an elbow
plot [24] which is useful as an alternative to silhouette plots [22]. The combi-
nation of quantitative (classical text mining techniques) and qualitative (expert
interview) methods provides hereby a unique contribution for the specific do-
mains considered in this paper.

7 Conclusion and Future Work

This paper outlined a methodology for (semi-) automatically characterizing com-
pliance and regulatory documents by applying well-known text mining and clus-
tering methods like resolving frequent terms or k-means. The evaluation has
demonstrated how and to what extent a user can be supported in implementing
requirements based on these types of documents.

Future work will encounter conducting user studies in order to further evalu-
ate the usefulness of the methdology for domain experts. The inclusion of topic
models in order to improve the results of the presented methodology will be
another aspect as well as to try POS tagging for resolving process elements like
actions or roles since this assists in implementing requirements more precisely.
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