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Abstract. Extracting constraints and process models from natural lan-
guage text is an ongoing challenge. While the focus of current research is
merely on the extraction itself, this paper presents a three step approach
to group constraints as well as to detect and display relations between
constraints in order to ease their implementation. For this, the approach
uses NLP techniques to extract sentences containing constraints, group
them by, e.g., stakeholders or topics, and detect redundant, subsuming,
and conflicting pairs of constraints. These relations are displayed using
network maps. The approach is prototypically implemented and evalu-
ated based on regulatory documents from the financial sector as well as
expert interviews.
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1 Introduction

Extracting norms and business rules as well as process models from natural
language text is an ongoing challenge since non-compliance to laws or regulatory
documents can cost billions of dollars [14]. The growing amount of regulatory
documents and the need to constantly update and compare already existing rules
is exacerbating the situation.

Several approaches have been presented for supporting this challenge (e.g.,
[3, 5, 10, 18]), but they either impose restrictions on the input text (e.g., it is
assumed that the text does only contain process relevant information) or pro-
duce models and rules that are incomplete or contain conflicts [22]. Moreover,
the main focus of these approaches is mostly on extracting constraints or map-
ping them to formal rules. However, users still need to understand the rules
as well as dependencies between constraints in order to be able to implement
them correctly [23]. An identification of redundant, subsumed or conflicting con-
straints could avoid additional or unnecessary implementation effort as well as
implementation errors. Another difficulty is the fact that in large companies not
every constraint affects every department or stakeholder, consequently not every
person has to always read every part of a document.
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Grouping constraints based on constraint related subjects, which are for exam-
ple topics, stakeholders or departments, as well as displaying relations between
constraints should therefore be supported conceptually and by suitable tools.

In [26] we presented a method that is capable of identifying sentences con-
taining constraints based on standard text mining tools as well as grouping of
document fragments having similar topics or stakeholders by using term frequen-
cies and k-means clustering. For the presented first case study on ISO security
documents it was possible to identify and group fragments dealing with different
topics, e.g., measurement and evaluation of ISMS or legal concerns. However,
using term frequencies to group documents or sentences, even though this pro-
cedure is widely applied in the field of text mining, is rather limited and can
lead to vague or incomplete results.

In this paper, we want to overcome this issue by providing means to either
integrate additional information such as organizational charts or exploiting the
part-of-speech tags of sentences leading to a more purposeful grouping of sen-
tences containing constraints. Moreover, in order to tackle the lack of managing
redundancies, subsumptions as well as conflicts between constraints, the method
is further extended by an identification and visualization of these relation types.

For this purpose, the following research questions are stated

RQ1 How to group elicited constraints based on constraint related subjects like
stakeholders or topics?

RQ2 How to identify relations between constraints?
RQ3 How to display the elicited constraints and the derived relations?

In order to answer these questions, this paper presents a method that makes
use of NLP techniques and provides means for integration of additional informa-
tion whenever it is available. Moreover, a definition of redundancy, subsumption
and conflict of rules with respect to natural language text is stated which can
be used to point out potential modelling and implementation errors.

The remainder of the paper is organized as follows. Sect. 2 describes the
method, Sect. 3 the prototypical implementation which is used in Sect. 4 to
evaluate the approach on a set of regulatory documents from the financial sector.
A short discussion of the approach is presented in Sect. 5, followed by related
work in Sect. 6. The paper concludes in Sect. 7 with a summary and outlook of
future work.

2 Overall Method

In this section the method is outlined. Since it can be carried out with any NLP
framework, details on our prototypical implementation are separately described
in the next section. The method (cf. Fig. 1) can be divided into the three typical
stages of data mining, pre-processing, processing ( 7→RQ1 & RQ2) and post-
processing( 7→RQ3), each of them consisting of several steps. Pre-processing and
parts of the processing steps can be viewed as a tool chain since they rely on
state-of-the-art NLP techniques and data mining algorithms. The second part



of the processing and the post-processing step form the main contribution by
providing a definition and application of characteristics of redundant, subsumed,
and conflicting constraints with respect to natural language text.

During each stage the elicited sentences containing constraints are main-
tained as such and not yet mapped to a formal language. The advantage is
that non expert users have a better chance of understanding the rules and their
relations. After all relations have been resolved they are visualized using a graph-
based representation.

Fig. 1: Overall Method

To illustrate the method a running example is provided which is based on
parts of two documents from the ISO 27000 security standard family (ISO 27001
and ISO 27011) as depicted in Fig. 2. They were used for a case study in [26].
Sentences 1-9 are taken from ISO 27000 which is an overview document and sen-
tences 10-18 stem from ISO 27011 which outlines security topics for the telecom-
munications domain.

2.1 Pre-processing

First of all, each document needs to be prepared, i.e., table of contents and
references are removed, since these parts do not contain valuable information
on constraints. Moreover, since the documents are chunked into sentences these
parts of documents would cause errors during the part-of-speech (POS) tagging
process. Depending on the documents it might be necessary to remove even more
parts that do not contain constraints, e.g., introductions. In addition, it should be
checked whether information from tables and pictures is needed and was parsed
correctly. A manual inspection of these steps might be required depending on the
framework that is used. Another challenge is how to proceed with, e.g., footnotes.
If a footnote, contains an explanation or a link to another document, it could
be included in the final visualization. Since text passages are often related and
depend on each other it might happen that one sentence refers to the subject



Fig. 2: Running Example–textual input

of a preceding one. In this case determiners or pronouns, e.g., they are used.
During the preparation of the documents each of these words must be replaced
by the corresponding subject of its preceding sentence. In the running example
sentences S17 and S18 represent such a situation. Here, they in S18 must be
replaced by information processing facility from S17. Another issue is to
detect whether multiple subjects are present in one sentence. In this case, the
corresponding sentence is split, resulting in two partial sentences. In the running
example, S7 is not split because the sentence does only contain one subject, i.e.,
information security risk assessment. The prepared documents form the
input, so-called text corpus, for the subsequent steps.

Now, each document in the text corpus is fragmented (chunked) into sen-
tences and POS tagged.1 Afterwards all sentences containing constraints are fil-
tered out. For this purpose, each sentence is scanned for markers such as shall,
should or must. We use markers for deriving constraints, like [10] use markers
for detecting BPMN elements. In addition, during the evaluation an expert in-
terview confirmed these assumptions. If a sentence contains at least one of these
markers it is tagged as constraint and the following definition can be stated.

Definition 1. Let S be a set of sentences. A constraint is an element s ∈ S such
that at least one marker is contained in s. The set of all constraints is called C.

1 The POS tags are necessary at a later stage of the method.



In the running example, constraints are the sentences containing words (mark-
ers) written in bold font.

Sometimes, constraints are pre- or succeeded by sentences only containing
explanatory information on rules but no markers. These sentences are not in-
cluded in the following steps but can be included in the visualization if necessary.
In the running example, these are the sentences containing no word in bold font
(S1, S8, S9). During the processing of sentences lemmatized words are used,
in order to prevent that, e.g., plural and singular forms of nouns form different
groups.2 The final visualization still contains the original sentences.

2.2 Processing

The processing stage is divided into three steps, the preparation for the group-
ing, the grouping itself and the determination of relations between pairs of con-
straints. Consequently, the result of the processing is on the one hand a grouping
of constraints and on the other hand the detection of redundant, subsumed and
conflicting constraints. Three possibilities for carrying out these steps are in-
cluded in order to ensure that an analyst can choose the mean that is most
suitable for the given collection of documents.

Preparation and Grouping
Term Frequencies: The first option corresponds to unsupervised grouping of
sentences using k-means as it was outlined in [26] and should be applied on a large
collection of documents. For this, term frequencies need to be determined which
can be computed by different measures. If the text corpus contains documents
(or in this case sentences) that strongly vary in length, term frequency inverse
document frequency (cf. [1]) is recommended resulting in a term-sentence matrix
which is used for grouping the sentences.

Besides choosing a suitable term frequency measure another challenge is to
determine the appropriate number of groups for k-means. Commonly applied
methods for selecting the number of groups are, e.g., elbow or silhouette plots.
In order to further improve the approach, we decided to use k-means++ [4]. The
result of k-means clustering is a grouping of sentences based on term frequencies.

For the running example the most frequent terms are: organizations,

risk(s), assessment, telecommunications and performing k-means++ with
k = 6 creates the groups schematically displayed in Fig. 3.

The remaining two methods correspond to a supervised grouping of the set
of sentences based on a predefined list of terms. So, the labels of groups are given
beforehand and each group corresponds to one of the terms that were derived
by one of the following techniques.
Structure of Sentences: The second method for grouping the sentences is
based on extracting constraint related subjects in an automated way without
making use of additional information but by exploiting the structure of sen-
tences and can be applied for small or mid-size document collections. A word is

2 The quality of the outcome of this step relies on the NLP framework that is used.



Fig. 3: Running example – grouping by term frequencies

identified as constraint related subject if it is a (compound) subject and followed
by a marker, e.g., in sentence S12 of the running example the marker is should
and the constraint related subject is controls. Based on this, the list of con-
straint related subjects is created by examining the parse tree of each sentence
and searching for the described pattern ((compound) subject + marker). In the
running example constraint related subjects are, e.g., information security

risk assessment or information processing facility. Since each sentence
is processed in its lemmatized form, risk assessment and risk assessments

are treated as one grouping subject. Terms like information security risk

assessment and risk assessment are not aggregated since these might relate
to different things, e.g., risk assessment could be another type of risk assess-
ment than information security risk assessment. For the running exam-
ple constraint related subjects are risk assessment, information processing

facility, telecommunication organization, result, control, agreement,
information security risk assessment and application.

Now, each sentence is parsed and checked whether it contains one of the terms
from the constraint related subject list. If so, it is shifted to the corresponding
group. Figure 4 displays this grouping for the running example.

Fig. 4: Running example – grouping by sentence structure



External Information Sources: The third and last processing possibility can
be used whenever external information sources, like organizational charts, glos-
saries, or any other knowledge provided by domain experts that contains infor-
mation on how to group constraints is available. Based on this information, a list
containing possible constraint related subjects is derived. Afterwards, each entry
in the list is extended by synonyms. A commonly applied mean to find synonyms
is to use a lexical database such as WordNet [17]. Synonyms are relevant in this
case because of the diversity of language, e.g., one subject could be represented
by several different words. In addition, all subjects should be lemmatized like
before. The outcome is again a list containing constraint related subjects. Like
in the second method each sentence is shifted into its corresponding group.

For the running example no additional information is available, therefore only
the first (word frequencies) and second (sentence structure) method for grouping
constraints can be applied. The third method is demonstrated in the evaluation.

Determine Relations
After grouping the set of sentences containing constraints the second part of
the processing step is to retrieve dependencies between them in order to detect
redundant, subsumed and conflicting constraints. To this end a classification of
these types of constraints for natural language text is provided. It is based on [19]
which gives a definition of these terms for constraints in a formal language. In
order to transfer the characterization to sentences, we first need to define the
similarity between pairs of constraint related subjects and tasks. For this Def. 2
is following the one of semantic similarity of text labels in [8]. Constraint related
subjects are derived as described before ((compound) subject + marker) while
for tasks the techniques of [10] can be applied, e.g., by filtering verbs. In this
case we can be more precise since tasks will be preceded by markers.

Definition 2 (Semantic Similarity). Let C be a set of constraints, c1, c2 ∈ C
and let W be the set of all words contained in c1, c2. Moreover, let R be the set
constraint related subjects of c1, c2, w : R 7→ P(W) be a function that separates
an element in R into words. Let w1 = w(r1), w2 = w(r2) and wi, ws be the
weights associated with identical words and synonymous words, respectively. The
semantic similarity of two constraint related subjects r1, r2 ∈ R is defined as

sem(r1, r2) :=
2 · wi · |w1 ∩ w2|+ ws · (|s(w1, w2)|+ |s(w2, w1)|)

|w1|+ |w2|
,

with s(w1, w2) being the set of synonyms of w1 that appear in w2.
The semantic similarity of tasks t1 of c1, t2 of c2 can be defined analogously.

For the running example take r1 = information security risk assessment

and r2 = information processing facility. It holds w1 =[information,
security, risk, assessment] and w2 =[information, processing, facility].

Consequently, with wi = 1, ws = 0.75 : sem(r1, r2) = 2·1·1+0.75·(0+0)
4+3 ≈ 0.286.

So, these constraint related subjects do not have a high similarity.



For defining the targeted relation types of constraints, on the one hand the
similarity of sentences and on the other hand a characterization of conflict be-
tween sentences is needed. While computing similarity of text is a frequently
studied part of natural language processing, to the best of our knowledge, deter-
mining conflicting text parts has not been examined very well by now ([13,15]).
Mostly, these approaches search for negations or antonyms. Searching for nega-
tions might not be that useful when considering constraints since these will not
be stated explicitly in a regulatory document. Antonyms in this case correspond
to, e.g., constraint related subjects having a low similarity score. Consequently,
the following definitions can be stated.

Definition 3 (Constraint Characterization). Let C be a set of constraints,
c1, c2 ∈ C and sim : C × C 7→ I be a function that determines the similarity
between two constraints with I ⊆ R an interval. Let τ ∈ I be a constant, such
that sim(c1, c2) > τ . The constraints c1, c2 are called

– redundant, iff
• they belong to the same group or for constraint related subjects r1 ∈
c1, r2 ∈ c2 holds sem(r1, r2) > η1

• and for two tasks t1 ∈ c1, t2 ∈ c2 holds sem(t1, t2) > η2
with η1, η2 ∈ I.

– subsumed, iff they are redundant and either c1 or c2 contains further infor-
mation related to its task.

– conflicting, iff either
• they belong to different groups or for constraint related subjects r1 ∈
c1, r2 ∈ c2 holds sem(r1, r2) < µ2

• and for two tasks t1 ∈ c1, t2 ∈ c2 holds sem(t1, t2) > µ1

with µ1, µ2 ∈ I or they are redundant but contain different time spans.

Definition 3 of redundant, subsumed, and conflicting constraint pairs is based
on a similarity function sim which operates on constraints that are reflected by
sentences. The similarity of sentences is computed within and across each group.

For this, all words need to be represented by word vectors. For comput-
ing these vectors, several approaches have been proposed during the last years
(e.g., [16,21]). In order to deliver reasonable results mostly large data collections
for training the model are needed. Therefore, we suggest to use a pre-trained
model or pre-trained word vectors for the language in which the documents are
written. The similarity between the word vectors is then computed using a dis-
tance measure. For text mining tasks the cosine measure is a common choice [1].
The final outcome is a similarity score which is, in the case of the cosine mea-
sure, a value between -1 and 1, with 1 corresponding to absolutely similar, -1
not similar at all, i.e., I := [−1, 1] in this case.

After applying the characteristics set out in Def. 3 the outcome is three lists
per method containing redundant, subsumed or conflicting constraints.

For the running example using term frequencies results in one pair of
subsumed constraints, (S5,S10) with a similarity score of ≈ 0.94031. These
are obviously subsumed since the first sentence explains in more detail what



needs to be done to address changes. No redundant or conflicting constraints are
found which can be easily verified by a manual inspection of the given sentences.
Examples of these types are given in the evaluation.

Using the second method, i.e., sentence structure delivers one pair of sub-
sumed constraints (S5,S10), no redundant and no conflicting constraints.

2.3 Post-processing

To make the derived information available for the user, a suitable visualization
is needed. In this approach a graph-based structure (so-called network map, cf.
Def. 4) is used but this step can be customized and any other representation
could be chosen. In the network map visualization each node corresponds to a
sentence and the edges indicate whether sentences are redundant, subsumed,
or contradicting. Edges representing redundant and subsumed connections are
labeled as r and s while contradicting ones are labeled as c.

Definition 4 (Constraint Network Map). A network map is a graph NM =
(C, E), with

– C being a set of nodes where each node c ∈ C corresponds to one constraint
– E ⊆ C × C being the edges.

Moreover, let w:E 7→ RL := {r, s, c} be a function assigning a label to an edge
depending on the corresponding relation between the nodes that span the edge,
i.e., redundant (r), subsumed (s), conflicting (c).

Figure 5a displays the network map for the running example based on term
frequencies, Fig. 5b the network map for the running example based on the
sentence structure. Subsumed constraints are displayed as edges labeled s for
subsumed. Note that no redundant or conflicting constraints were found and
constraints that are not connected do not have a relation.

(a) Relations – term frequencies (b) Relations – sentence structure

Fig. 5: Relations – running example

Another possible post-processing strategy could be to transform each sen-
tence into a formal language in order to construct executable rules or models.



Many current approaches are capable of doing this but often conflicts, subsump-
tions or redundancies are not resolved correctly resulting in incomplete or con-
tradicting rules and models. By first applying the presented approach it might
be possible to resolve such clashes at all or at least in a shorter amount of time.

3 Implementation

A prototypical implementation of the method described in Sect. 2 is provided
and used for the evaluation in Sect. 4. The prototype is written in Python 3
and integrates the NLP framework Spacy3, NLTK (cf. [6]) and WordNet4. This
decision relies on [2], which evaluated several state-of-the-art NLP frameworks.

First of all, the documents are transformed and prepared as described in
2.1. Due to the variety of document formats it is difficult to provide a generic
implementation and further elaborating on this is beyond the scope of the paper.

The first generic step which is carried out using Spacy is the chunking, pars-
ing, POS tagging and lemmatizing of sentences. As recommended, the large
model for the English language is used. There are three means on which the
grouping can be based on and which are applied after filtering the POS tagged
sentences for markers.

The first technique uses clustering based on term frequencies in combina-
tion with the k-means++ algorithm and can be applied if no additional informa-
tion is available and the set of documents is large. Since this correlates to parts
of the method presented in [26], the corresponding parts of the implementation
were migrated from R to Python 3 and integrated into the recent implemen-
tation. In the implementation TfIdf as well as k-means++ are taken from the
popular scikit-learn library [20].

For the remaining two techniques the grouping relies on a list of constraint
related subjects.

The second method exploits the sentence structure in order to derive such
a list. In particular the annotation attributes of Spacy Tokens are used. Note,
that during this process there are some properties that need to be taken care
of, e.g., compound terms must be considered as one constraint related subject
or plural and singular forms of terms should not form separate groups. For this,
POS and dependency tags are considered. To enhance the performance, the list
creation and shifting of sentences to their corresponding group is combined.

Extraction of constraint related subjects can also be based on external in-
formation (in the evaluation an organizational chart is used) and integration of
a lexical database for finding synonyms which is in our implementation Word-
Net. Since, Spacy has no integration of WordNet, we rely on NLTK for this step.
An initial list is created from the external source and every term is extended by
its synonyms present in WordNet. Now that the list is given, each sentence is
processed again and shifted to its corresponding group.

3 https://spacy.io
4 https://wordnet.princeton.edu/



The last step of the processing stage relates to finding relations between pairs
of constraints. As outlined in Def. 3, the similarity between sentences needs
to be computed. For this task it is either possible to train own word vectors
or to use Spacy’s similarity function which uses the cosine metric and word
vectors that were trained with the word2vec algorithm family [16]. Since this
is a pre-computed model it might happen that not every term has a vector
representation, so this needs to be checked and adapted if necessary.

After computing the similarity, all sentences above a certain threshold are fur-
ther examined whether they have the described characteristics for redundancy,
subsumption or conflict stated in Def. 3. Automating the detection and compar-
ison of time spans is the main challenge here. Simple functions like isdigit()

are not sufficient since digits can also be written out.
In the last step of the method, the results are displayed as network maps. For

drawing these graphs the NetworkX (cf. [12]) package is used. Each constraint
is integrated and colored based on its group. The edges are drawn whenever a
relation between a pair of constraints exists and labeled accordingly. For large
documents the result needs to be scalable and it should be possible to display
only particular groups.

4 Evaluation

For evaluating the approach a set of documents from the financial sector is used
and an expert was consulted in order to estimate the results. The first document
is the BCBS 239 5 which provides guidelines on risk management of financial
institutes. The second document is the Regulation 2016/867 6, which specifies
guidelines for credit management.

For gaining an overview of the documents and getting to know their struc-
ture an expert interview was conducted first. The expert emphasized that con-
straints always contain markers like shall, should and must. For testing the
third processing option (external information sources) an organizational chart
of the experts company is intergrated.

Before starting the analysis, several questions were stated, e.g., Did the ap-
proach find sentences which do not contain constraints? or Were the relations
between constraints correctly drawn, i.e., how precise is the approach?.

The precision can be measured by the ratio between the number of the in-
tersection of relevant sentence pairs and all retrieved sentence pairs divided by
the number of retrieved sentence pairs,

Precision =
|{relevant pairs} ∩ {retrieved pairs}|

|{retrieved pairs}|
.

Relevant in this case means, that a pair is a pair that is indicated by the domain
expert to be in the correct group of relations.

5 https://www.bis.org/publ/bcbs239.pdf
6 https://eur-lex.europa.eu/eli/reg/2016/867/oj



Both documents are given in PDF format, and thus first of all transformed
into plain text format. Afterwards, the table of contents and references, as well as
the introductions are removed and each document is fragmented into sentences
and POS tagged. Constraints are filtered out using markers and lemmatized for
the processing stage. Each of the three methods is applied on the resulting aggre-
gated set of constraints and the thresholds are set to τ = 0.97, η1 = 0.8, η2 = 0.5.
Term Frequencies: Choosing k = 15 results in clusters containing between 6
and 38 constraints.

The number of redundant constraints is 42, among which 10 have a similarity
score of 1.0. This is due to the fact that the sentence In the case of natural

persons being affiliated with instruments reported to AnaCredit, no

record for the natural persons must be reported. appears five times in
Regulation 2016/867 in five different sections. Another example of a redundant
pair of constraints is

– If a change takes place, the records must be updated no later

than the monthly transmission of credit data for the reporting

reference date on which the change came into effect.

– If a change takes place, the records must be updated no later

than the monthly transmission of credit data for the reporting

reference date on or before which the change came into effect.

with a similarity score of ≈ 0.99897. This pair could also be viewed as subsumed
but the difference is so little that the approach detects a redundancy in this case,
which is fine according to the consulted domain expert.

The number of subsumed constraint pairs is 10. An example is

– Supervisors should have and use the appropriate tools and re-

sources to require effective and timely remedial action by a

bank to address deficiencies in its risk data aggregation

capabilities and risk reporting practices.

– Supervisors should require effective and timely remedial action

by a bank to address deficiencies in its risk data aggregation

capabilities and risk reporting practices and internal controls.

with a similarity score of ≈ 0.98628.
In addition, 6 conflicting pairs of constraints are retrieved, e.g.,

– For observed agents that are resident in a reporting Member

State, NCBs shall transmit monthly credit data to the ECB by

close of business on the 30th working day following the end of

the month to which the data relate.

– For observed agents that are foreign branches not resident in

a reporting Member State, NCBs shall transmit monthly credit

data to the ECB by close of business on the 35th working day

following the end of the month to which the data relate.



with a similarity score of ≈ 0.99669. Having a closer look at this pair of con-
straints and also according to the expert, revealed that this is not a conflicting
constraint pair. It rather indicates a decision, i.e., whether an observed agent
is resident in a reporting member state or not which must be considered by a
user who wants to implement these rules. This corner case is difficult to detect
by automated approaches because the conflict of time intervals is refuted by the
opposite subjects indicated by a negation.
Structure of Sentences: The approach delivers 56 constraint related subjects
forming also 56 groups which contain between 1 and 22 sentences.

It can be recognized that lemmatization of words did not work out en-
tirely, since, e.g., bank and banks formed separate groups. In addition, an ex-
ceptional case can be seen. Procedures should be in place to allow for

rapid collection and analysis of risk data and timely dissemination

of reports to all appropriate recipients. This should be balanced

with the need to ensure confidentiality as appropriate. In this case
this refers to the preceding sentence as such.

Redundant pairs of constraints have similar lemmatized constraint related
subjects and similar lemmatized tasks. The approach yields 42 of these, e.g.,

– 4.4 The records must be reported no later than the monthly trans-

mission of credit data relevant for the reporting reference date

on or before which the instrument was registered in AnaCredit.

– If a change takes place, the records must be updated no later

than the date of the monthly transmission of credit data that

is relevant for the reporting reference date on or before which

the change came into effect.

having a similarity score of ≈ 0.97818. The pairs differ slightly from the ones
detected by the previous method. The redundant constraint pairs with similarity
score 1.0 which were found using term frequencies are not present in this set.
The pattern ((compound) subject + word) fails in this case and therefore the
sentence is not considered anymore. One possibility to tackle this issue might be
to introduce a group “undefined”.

Two subsumed pairs of constraints are found, e.g.,

– Reports should include an appropriate balance between risk data,

analysis and interpretation, and qualitative explanations.

– Reports should reflect an appropriate balance between detailed

data, qualitative discussion, explanation and recommended

conclusions.

having a similarity score of ≈ 0.97119.
The same conflicting pairs of constraints like before are obtained.

External Information Sources: To apply the third method, an organizational
chart is used for manually deriving the list of constraint related subjects. It is
is used for grouping the sentences and consists in this case of 15 terms (before
it is extended by synonyms). Such an organizational chart contains a graphical



representation of the relation of one official and its department to another within
an organization. Consequently, the grouping is structured among departments.7

If a sentence cannot be assigned to one of the terms from the list it is shifted
to a default group. Altogether, 7 groups of size 1 to 131 are received whereupon
the default group is the largest one.

This method delivers 56 redundant constraints, 14 subsumed and the same
6 conflicting constraints as before. The redundant ones are the same when com-
bining the previous two approaches. A difference can be seen regarding the set
of subsumed constraints. In this case four constraints that are not present in the
previous sets are given, e.g.,

– A banks risk data aggregation capabilities should ensure that

it is able to produce aggregate risk information on a timely

basis to meet all risk management reporting requirements.

– Risk management reports should be accurate and precise to ensure

a banks board and senior management can rely with confidence on

the aggregated information to make critical decisions about risk.

with a similarity score of ≈ 0.97116.
Finally, the quality of the overall method and of every processing option

needs to be assessed. For the overall method, it can be stated that every sen-
tence that was marked as constraint truly is a constraint, so the approach did
not deliver false positives. What can be taken into account for comparing the
three processing strategies is, e.g., the number of created groups. A large number
of groups enables a differentiated view on the data but can be to fine-granular,
e.g., the second method delivered groups containing only one sentence. On the
other hand, the third method created few groups but these are not very distinc-
tive. Therefore, a good balance between the number of groups and the therein
contained sentences should be targeted. The first method fulfills this criterion
best. For estimating the quality of the derived relations the precision scores for
each method are summed up in Tab. 1.

redundancy subsumption conflict

term frequencies 69% (77%) 50% (65%) 0%

sentence structure 54% (60%) 100% (100%) 0%

external information 64% (69%) 50% (61%) 0%

Table 1: Precision scores

A domain expert checked each detected pair and decided whether it is in the
right category or not. Some sentences were half half, i.e., they can be partly seen
as redundant or subsuming. The score in brackets indicates this by weighting
these sentences in the computation with 0.5, while the other score counts them
as false positives and is therefore a bit lower. The overall outcome is, compared

7 Another possibility is to use a glossary and carry out the grouping based on the
therein contained terms.



to state-of-the-art approaches fine, when considering that no restrictions were
imposed on the input text (for more details cf. [24]). The precision of conflict is
0% because of the before mentioned corner case of two conflicting characteristics
that cancel out. Moreover, the expert indicated that no conflicts are present in
the documents. Conflicts might arise when updated versions of a document are
considered, i.e., a new rule causes a conflict compared to an old one. Evaluating
the approach on such a set of documents is planned as future work.

Post-processing:

The results for the last method (external information) are schematically visual-
ized in Fig. 6 to demonstrate how a user could benefit from the derived results.

Fig. 6: Visualization – results external information

The grouping of constraints is reflected by the different colors of nodes and
their regional proximity. A user can now select the subset of constraints that he
wants to have a closer look at. Moreover, he can view the relations and sentences
in more detail as indicated by the box in the right lower corner.

5 Discussion and Limitations

Ambiguity of language: Since natural language can be versatile the com-
pleteness of markers is hard to estimate. Also, extracting synonyms can be a



challenge since meanings of words differ when the context is changing. Using do-
main specific ontologies might overcome this issue. During the evaluation we also
observed that, e.g., searching for time spans is not straight forward and several
iterations of implementations are needed in order to get reasonable results.

Choosing a NLP framework: There are lots of NLP frameworks available
and many of them provide different features. The quality of the results relies on
their capabilities to parse information correctly. As it could be demonstrated in
the evaluation, lemmatization was not carried out correctly for each case. (Man-
ual) adoptions tailored to the regarded document collection might be necessary.

Integration of external information: Another task that requires man-
ual inspection is the integration of external information for deriving the list of
constraint related subjects. Again, this step relies on the input format and tools
that are used and is therefore difficult to automate.

Selection of thresholds: A common challenge in data mining applications
is the selection of parameters and thresholds. This approach is no exception.

6 Related Work

Most approaches in the business process compliance domain focus on creating
business process models from natural language text but not on retrieving con-
straints as it is the target of this paper. [11] investigated BPMN model creation
from text artefacts, [3] derived BPMN models based on group stories while [25]
studied the creation from use cases. [10] present an approach for BPMN process
model generation from natural language text which is the current state-of-the-
art. The determination of UML models is targeted by [7, 18]. An approach for
creating formal models for use in information systems development using the
Semantics of Business Vocabulary and Business Rules (SBVR) standard is pre-
sented in [24]. Each of these approaches mostly either requires rather structured
input data (sometimes combined with additional information) or produces mod-
els that lack precision.

An approach focusing on the extraction of rules is, e.g., [5] which extracts
SBVR rules from natural language text but still needs a domain specific model
is needed. Our approach does not require such information. [9] outline a method
for extracting rules from legal documents by using logic-based as well as syntax-
based patterns.

Resolving relations between sentences containing constraints is not discussed
in any of the mentioned approaches but might help to improve derived business
rules and process models.

7 Conclusion and Future Work

In this paper an approach for grouping sentences containing constraints and re-
solving relations between them was presented. Relations could be resolved based
on a characterization of redundancy and conflict. A state-of-the-art NLP frame-
work as well as common data mining algorithms were used for implementing the



method. The evaluation was carried out on a set of documents from the financial
sector and the results were assessed by a domain expert.

The most crucial target of future work is to evaluate to what extent our
method can resolve the lack of precision generated by state-of-the-art approaches
for process rule and model extraction from natural language text. Besides that,
we plan to further extend the evaluation in order to improve the implementa-
tion by covering more exceptional cases. Another interesting point is to consider
sets of documents that consist of updated versions of one document and to re-
trieve examples of constraint pairs that changed during the versions. This might
help to manage and update business rules accordingly. Creating an interactive
visualization that integrates the original documents is also envisaged.
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