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A B S T R A C T

Due to the aggressive scaling of process technologies, ultra-logic densities on integrated circuits, and also the
complexity of designs, which in turn lead to a drastic increase of power density, thermal issues have become a
bottleneck in electronics designs, result in a new focus for much researches over last years. To address this issue,
various dynamic thermal management (DTM) techniques have been proposed to maintain the operation of
systems safe and reliable. To effectively apply DTM techniques, providing a precise and reliable network of
temperature sensors is highly required to measure local temperatures and provide an accurate thermal map of
the chip. While many designers have utilized ring-oscillator (RO) circuits as temperature sensors in a network
for measuring the thermal distribution and predicting the thermal behavior of a field programmable gate array
(FPGA), a high-level study of the temperature sensors' design space is still missing. In this paper, a novel
concept of the RO-based temperature sensor based on four basic evaluation metrics is presented. We introduce
four useful evaluation metrics (i.e. the area, thermal, and power overheads, and thermal map error) and some
measurement methods for exploring and comparing the relative performance of different temperature sensor's
designs. Then, in order to make an optimal choice based on the metrics obtained, we propose a figure of merit
(FOM) to characterize the efficiency of these designs. The proposed performance evaluation metric, the quality
factor (QF), is based on the overheads and measurement accuracy trade-offs between different designs of the
RO-based temperature sensor. Consequently, the proposed QF metric is a quantity value representing a
measure of effectiveness, efficiency, and performance of a temperature sensor network, which can help the
designer to make a proper decision. Moreover, in this work, a compact and ultra-sensitive RO-based
temperature sensor is presented that utilizes only 5 look-up tables (LUTs), occupies 37.5% fewer resources
than the most compact sensor, and provides 2.72 times higher sensitivity than the best sensitive design. Also, in
this paper, several designs of the RO-based temperature sensor are explored in a network, in terms of various
sensor's configurations, RO length, and counter width, and compared with each other in order to investigate
their influences on the efficiency of the sensor network. According to the QF metric and experimental results,
the sensor network based on the proposed sensor has the best efficiency among other alternative designs.

1. Introduction

Nowadays, smaller and faster are well-known rules of very large
scale integration (VLSI) chips because they eventuate higher perfor-
mance. However, higher performance results in higher power densities,
and hence, higher operating temperatures. Another negative impact of
technology node scaling is that leakage current, and hence, static power
are steadily getting worse in today's field programmable gate array
(FPGA) chips because smaller transistors make it easier for current to
leak. Leakage current increases exponentially with temperature.

Unfortunately, as leakage current increases, the junction temperature
increases even further, causing a positive feedback loop between
leakage current and junction temperature, results in hotspots, which
have much higher temperatures compared to the average die tempera-
ture, hence rising local temperature of the chip. The rising temperature
has negative effects on reliability, timing uncertainty, static power, and
mean time to failure (MTTF) of high-performance VLSI chips such as
modern FPGAs. Therefore, high-end FPGAs suffer from thermal
constraints. To address this problem, applying dynamic thermal
management (DTM) techniques play a vital role for run-time prophy-
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lactic proceedings. Effective DTM techniques rely on providing an
accurate thermal map in order to measure the temperature distribution
and predict the thermal behavior of the chip at run-time [1]. The
authors in [2] employ RO-based temperature sensors to implement a
thermal management system test bench that studies eight different
DTM methods. The thermal management test bench contains four
emulated cores, each of which contains eight 8085 microprocessors.
They apply the predictive and reactive hybrid DTM techniques on the
Cyclone IV FPGA emulated multiprocessor system-on-chip (MPSoC)
and report 28% and 41% improvement in the number of temperatures
exceeded 50 °C, compared to without DTM method, respectively.

Different approaches are available to measure the temperature of
reconfigurable fabrics. One is to use a built-in thermal diode or
embedded analog temperature sensor, also known as physical sensor
or hard-sensor, which has been provided on some FPGAs, such as
Xilinx Virtex-5 [3] and Altera Stratix IV [4]. However, because these
FPGAs have only one sensor with fixed location (usually in the center of
the die), it can get the temperature at one point in the die. Therefore, it
would be impossible to measure each local temperature and analyze the
thermal distribution of the FPGA. Moreover, since hotspots are
fundamentally design-dependent and occur locally in FPGA-based
designs, it is essential to embed an array of thermal sensors in the
design in order to measure its local temperature and detect hotspots
on-line for run-time prophylactic proceedings. Unfortunately, due to
design-dependency of hotspots, embedding multiple hard-sensors is
not cost-effective at the pre-manufacturing stage. Another approach is
to use of infrared cameras, which are external devices capturing the
infrared radiation coming out of chips to form an image. But, this
method is not very flexible because infrared cameras are expensive and
the image is affected by not only the inner temperature of the chip but
also the package surface. Moreover, for applying DTM techniques,
providing a feedback from these cameras to FPGAs is very difficult.

In the recent years, soft-sensors are given more consideration by
researchers in order to monitor the thermal distribution of the FPGA,
avoiding using external devices. Many researchers utilize an array of
temperature sensors based on a ring-oscillator (RO), the oscillation
frequency of which is sensitive to temperature, for monitoring the
thermal distribution of FPGAs. Unlike previous methods, RO-based
temperature sensors are reconfigurable, generated dynamically [5],
instantiated as many as necessary, placed wherever needed on FPGAs
and can be implemented using native resources (i.e. configurable logic
blocks) [6–9]. As a result, instantiating soft-sensors at the post-
manufacturing stage is highly beneficial.

While numerous publications like [5–15] have presented different
RO-based temperature sensors' designs, which impress on the sensor
network's efficiency, a high-level exploration of sensors' design space is
still missing. To address this issue, we first present four basic
evaluation metrics, in terms of area, thermal, and power overheads
and thermal map error, which are useful for comparing the relative
performance of different temperature sensors' designs. Then, a perfor-
mance evaluation metric, the quality factor (QF), is proposed and
defined for evaluating the efficiency of different RO-based sensor
designs when basic evaluation metrics are considered. Using the QF
metric, it is possible to characterize each sensor network quantitatively
and investigate the sensor designs' influences. The main goal of
proposing the QF metric is to establish one single metric that integrates
various criteria in order get one single score for evaluating a set of
possible designs of the sensor with respect to different metrics that are
usually in conflict with each other, similar to the metrics such as
energy-delay product (EDP). Obviously, there can exist different
versions for QF metric depending on which metric is more important.
In order to achieve this goal, first of all, we need to gather useful
evaluation metrics to provide enough information in order to compare
designs against each another. After obtaining the metrics, design space
exploration (DSE) can help designers to find the optimal sensor
network through different design candidates according to the final

goal which is maximizing QF value. Moreover, in this work, a compact
and ultra-sensitive RO-based temperature sensor is introduced to meet
the destructive effect of voltage scaling, i.e. sensor's sensitivity degra-
dation. The specific contributions of the presented work are as follows:

(a) Four basic evaluation metrics are formulated and used for
evaluating and comparing the relative performance of various
temperature sensor designs.

(b) The QF metric is introduced to characterize different designs of
temperature sensors in a network when basic evaluation metrics
are considered.

(c) Twelve sensor networks with all possible sensor configurations are
implemented and compared in terms of proposed evaluation
metrics.

(d) The influences of the RO length (i.e. from 3 to 31 stages) and the
counter width are investigated on the efficiency of the sensor
network in order to find the most efficient design.

(e) An ultra-compact and -sensitive RO-based temperature sensor is
proposed.

To the best of our knowledge, this is the first paper that defines
performance evaluation metrics for evaluating, comparing, and char-
acterizing the efficiency of temperature sensor networks on FPGAs and
explores them considering the proposed QF metric. The rest of this
paper is organized as follows. Section 2 describes the background of the
RO-based temperature sensor. In Section 3, the related work is
presented. The proposed RO-based temperature sensor is introduced
in Section 4. In Section 5, four basic evaluation metrics and some
measurement methods are presented for comparing the relative
performance of different sensors' designs. Section 6 describes and
defines the proposed QF metric for temperature sensors. The system
setup and experimental evaluation results are presented and discussed
in Section 7. Finally, Section 8 concludes the paper and presents the
future work.

2. Background

A well-known rule of VLSI chips is that the propagation delay of a
circuit increases as junction temperature increases which results in
lower frequencies. Hence, a method to measure the die temperature is
to construct an RO and calibrate its output in Hz/°C, originally has
been proposed by [16]. An RO-based temperature sensor is composed
of an RO, where conventionally an odd number of inverters is
connected to each other in a loop to form a ring, and a counter, also
known as frequency counter or capture counter, which captures RO's
oscillations at a fixed time interval, called sample period, as depicted in
Fig. 1. When the number of inverters is odd in the RO chain, the RO
output is unstable and toggles between “0” and “1”. To reduce
destructive effects of oscillations, such as self-heating and counter
overflow, the RO is controlled and gated by a logical AND gate. As the
oscillation frequency of the RO is temperature-dependent, the number
of oscillations captured within the fixed amount of time is logged to
translate into operating temperature, called sensor calibration [8]. The
frequency of an RO is related to the total delay of logic elements and
interconnects in the loop. The increase of temperature increases the
total delay of the RO chain. Hence, in an RO-based temperature sensor,
higher operating temperature decreases the RO's oscillation frequency,

Fig. 1. Conventional RO-based temperature sensor.
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and consequently, the counter has a smaller value, and vice versa.

2.1. Theory of operation

The number of inverters and the interconnect delay define the
toggling frequency. The oscillation frequency of an RO is given by Eq.
(1):

f
t n t

= 1 = 1
2 × ×P D (1)

where tp is the oscillation period, tD is the sum of the propagation
delay of one inverter (tpd) and its interconnect delay to the next logic
stage (tconn) and is calculated using Eq. (2), n is the number of
inverters in the chain, and f is the RO's oscillation frequency.

t t t= +D pd conn (2)

Assuming that the threshold voltage and the transconductance for
both nMOS and pMOS transistors are equal, the propagation delay of
an inverter is calculated using Eq. (3)[17]:
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where VDD is the power supply voltage, CL is the load capacitance of
the inverter, L and W are the length and width of transistors,
respectively, and µ and VT are the carrier mobility and the threshold
voltage of transistors which are given by Eqs. (4) and (5), respectively
[18]:
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where T is the absolute temperature, T0 is the nominal temperature,
and µ0 is the carrier mobility at this temperature. Since km and α are
negative constants, both µ and VT are decreased as the junction
temperature increases. If VDD> >VT, the thermal effect of the
propagation delay is dominated by the carrier mobility in the denomi-
nator of Eq. (3), and hence, the thermal coefficient of the propagation
delay becomes positive. So, an increase of temperature strongly
increases the propagation delay of inverters. However, as stated in
Section 4, in the modern CMOS process technologies, the case where
VDD> >VT is no longer true, hence, the temperature dependence of
the propagation delay of an inverter is now very weak. In addition, the
electrical resistance of the interconnect RE has a linear relationship
with its temperature as Eq. (6)[19]:

R x R β T x( ) = (1 + . ( ))E 0 (6)

where R0 is the resistance per unit length at a nominal temperature, β
is the temperature coefficient of resistance, and T(x) is the temperature
profile along the length of the interconnect line. According to (6), an
increase of temperature increases the interconnect delay due to adding
an extra distributed RC delay to the Elmore delay. Consequently, in an
RO, the higher the junction temperature is, the lower the oscillation
frequency, and vice versa.

3. Related work

The related work of this research can be grouped into three main
following categories: 1) sensor calibration, 2) sensor designs, and 3)
temperature sensor networks.

3.1. Sensor calibration

Since the oscillation frequency of an RO is temperature-dependent,
the output of the sensor needs to be calibrated to link the frequency

response of the RO to the temperature of its surroundings. Due to
process variation and nondeterministic routing algorithms in modern
FPGAs, in an array of temperature sensors, each sensor must be
calibrated separately. The main approaches of calibration methods are
described in the literature. One approach is based on the built-in
thermal diode [6,13,20] that is integrated into some devices and can be
accessed inside the FPGA using the dedicated Xilinx system monitor
and Altera temperature sensor intellectual property (IP) cores [3,21].
Another method relies on external devices such as climate chamber and
temperature-controlled oven [7,9,22,23]. The temperature measured
by the temperature-controlled oven is used as the reference tempera-
ture for the sensor calibration process. The limitation on the tempera-
ture ranges of sensors is the major drawback of the latest approach
because modern FPGAs can operate in wide range of temperatures (e.g.
up to 120 °C), but the evaluation boards are suffered and may be failed
in these operating temperatures. To address this issue, in [24] a
systematic study of heat-generating cores is performed and then seven
ways are introduced to generate heat on modern FPGAs by utilizing
different available resources of the device. More recently, Weber et al.
[8] present a calibration effort for RO-based temperature sensors in
FPGAs that employs a mixed approach to overcome the intra-sensor
variation.

3.2. Sensor designs

The RO-based temperature sensor is composed of two main
components: 1) the RO and 2) the counter, while each component
may have different designs. In a conventional design, the designers use
the binary counter as a capture counter and the series of inverters (i.e.
NOT gates) as a delay line. For instance, Velusamy et al. [25] use an RO
comprising 7 inverters and a capture counter to design a sensor. The
work in [12] utilizes a sequence of 3 inverters in a chain to study the
RO behavior in 1.0 V low-voltage core FPGA. In [15], the authors
design a temperature sensor for regulating a Thermopile Peltier cooler.
Unlike a conventional structure, they utilize 109 XORCY primitive cells
instead of NOT gates in order to construct a delay line. The XORCY is a
special XOR for carry-chain logic functions and available on the
configurable logic block (CLB) of the Xilinx FPGAs [26]. Zick and
Hayes [7] present a compact temperature sensor composed of the 3-
stage RO and the residue number system (RNS) ring counter, instead
of the binary counter, to make the sensor compact because, in a sensor
network in which has a considerable number of sensors, binary
counters incur large overheads. Also, an open latch along with each
inverter is instantiated to increase the sensitivity of the sensor against
temperature variation [7].

3.3. Temperature sensor networks

Many researchers like [6–11] utilize a network of RO-based
temperature sensors to measure the thermal distribution of FPGA-
based systems. Lopez-Buedo and Boemo [10] create a grid-based
temperature sensor network and allocate an array of 4×8 sensors to
monitor the thermal behavior of a Virtex FPGA. Also, Lopez-Buedo
et al. [5] present a sensor network that can be dynamically inserted,
operated, and eliminated from the system using run-time reconfigura-
tion. Their sensor is composed of an RO constructed using 7 inverters,
a 14-bit capture counter, and a time base counter to control all of the
sensor activity. Velusamy et al. [25] first present the design of five
temperature sensors that monitors the local temperatures of the FPGA
chip and then validate the temperatures obtained from the RO-based
temperature sensors with values obtained from HotSpot, an accurate
and fast thermal modeling simulator. In [7], 112 sensors are arranged
on a hexagonal grid of size 16×7 and some approaches are presented
for sensing variations in delay, temperature, switching-induced IR
drop, and leakage-induced IR drop in a Xilinx Virtex-5 FPGA.

The work in [8] presents a configurable toolset for analyzing the
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thermal behavior of FPGA chips. The toolset can insert RO-based
temperature sensors and heat-generator core into the design and
control them, inspect the floorplan of a given project, and communicate
with a personal computer (PC). The authors use a 7-stage RO and a 16-
bit capture counter to design a temperature sensor and then construct a
grid-based network of 15×10 temperature sensors in order to analyze
the thermal behavior of the Xilinx Spartan-3E and Spartan-6 FPGAs.
Recently, in [9], a regular grid-based network of 4×6 sensors is utilized
to provide a thermal map of an Altera Cyclone III FPGA. Then, it is
compared with the image of the chip captured by the infrared camera.
They show that there is a good match between the thermal map
generated by the sensor network and the infrared camera with a small
offset due to effects of the package surface. Moreover, the influence of
the number of inverters on the power consumption and measurement
error is investigated by [9] in a conventional design. Unfortunately,
some other important factors are not considered and measured by [9],
such as area and thermal overheads of the sensor network. Also, in
order to study the influence of the number of delay elements on the
sensor performance, in [13], a relative performance metric is proposed
based on the trade-off between sensor noise and resolution. This metric
is useful for evaluating the relative performance of only one sensor, not
a sensor network.

Although a variety designs of the RO-based temperature sensors
have been proposed in the literature for monitoring the thermal
behavior of FPGAs, to the best of our knowledge there is not a unique
metric for evaluating the efficiency of different designs of sensors in a
network. This paper surveys different kinds of relative performance
evaluation metrics that are used to evaluate the efficiency of different
sensor designs in a network according to the proposed QF metric. In
the next section, we first present the proposed RO-based temperature
sensor because it presents a new RO design, and then, four basic
evaluation metrics are introduced in Section 5, which are useful for
comparing and evaluating the relative performance of different sensor
networks.

4. Proposed RO-based temperature sensor

In this section, a fully digital temperature sensor without any
analog components is introduced which is composed of a novel RO
design and an RNS ring counter to make it ultra-sensitive and more
compact simultaneously. Regardless of the sensor type, there are a
number of common characteristics that need to be concerned for
implementation, such as temperature measurement range, power
consumption, reliability, accuracy, linearity, and sensitivity [27].
Linearity defines how well the sensor's output consistently changes
over a temperature range. Unfortunately, the RO-based temperature
sensor's behavior is less linear over time due to the technology scaling.
Franco et al. [12] investigate the RO behavior at low voltages on a
Virtex-5 FPGA and report increased non-linearity of frequency-tem-
perature response at 1.0 V low-voltage core FPGA. Also, in [7], the
authors report that a 2nd order polynomial model provides 2.2 °C less
error in estimated temperature compared to the traditional linear
model.

More sensitivity allows sensors to sense finer changes in tempera-
ture, and hence, more accuracy. With voltage down scaling and more
advanced process technologies, the dependency of the RO frequency
changes on temperature, called sensitivity, decreases and has become a
bottleneck in modern FPGAs [7]. This is due to lower power supply
voltage VDD and hence, the term of (VDD–VT) in the denominator of
Eq. (3) is no longer dominated. In other words, considering the thermal
effect of the threshold voltage and the fact that, unlike μ the term of
−VT increases as the temperature increases, thermal effects of VT and µ
almost balance each other. Hence, the temperature dependence of the
propagation delay of an inverter is now very weak. Note that, the
sensitivity of a sensor depends on only the RO design, not the counter,
since the RO is a temperature-sensitive circuit and the counter only

captures its temperature-dependent oscillations. Indeed, over the
range of operating temperature, the bigger the oscillation frequency
changes of an RO is, the more the sensor sensitivity, and so the better
the accuracy [7]. In other words, the RO frequency changes should be
increased to overcome the destructive effect of advanced technologies,
i.e. sensitivity degradation. One approach relies on reducing the
number of RO stages [7]. But, traditionally the RO designs shorter
than 3 stages (i.e. 1-stage) oscillate with extreme frequencies, consume
watt-level power, generate much great heat and thus cannot be used as
temperature sensors. Moreover, at these frequencies, the oscillation
pulses may be not reliable and the counter may operate unreliably in
such high frequencies. As an alternative, we introduce an efficient
method to increase the oscillation frequency changes as desired and
also maintain the operation of system reliable in order to improve the
sensor's sensitivity.

4.1. Ring-oscillator design

If there is a way to reduce the total delay tD of the RO chain (e.g.
reduce the number of RO stage), whereas the oscillation frequency is
not such high as a 1-stage RO, and the noise level maintains almost
constant, the RO frequency changes could be increased as desired and
consequently, the sensitivity of the sensor would be increased. The
work in [7] presents an RO in which an even number of inverters (i.e. 2
inverters) are connected to each other and the control logical AND gate
in conventional design (see Fig. 1) is replaced by a logical NAND gate.
In this case, one LUT is eliminated from the RO circuit in order to
decrease the total delay of the chain as well as the resources occupied
by the RO, likewise the RO output toggles between “0” and “1”. In order
to further improve the sensitivity as well as reduce the resource
utilization of the RO, we propose a novel technique to implement the
RO circuit. Our specific technique is to implement logic elements of the
RO circuit using a primitive cell called CFGLUT5 [26]. This component
is a runtime element that can be reconfigured dynamically during the
operation phase and occupies only one LUT within a SLICEM. One of
the main features of this primitive is that, unlike conventional LUTs
(i.e. LUT1, LUT2, etc.) which can be configured to implement only one
logical function per each LUT, the CFGLUT5 can be optionally
configured to create two individual 4-input functions in a single LUT,
which consequently decreases the number of elements in the RO chain.

There are various approaches to design a delay line, which have
different propagation delays, result in different oscillation frequencies
of the RO. Table 1 compares the propagation delay of different
primitive cells, i.e. LUT1, CFGLUT5, and XORCY, with various
configurations in a Virtex-5 FPGA, as depicted in Fig. 2. These values
are obtained from Xilinx tool (i.e. FPGA editor) after post-place and
route (PAR) process. The tool contains features which automatically
generates and includes accurate delays for all circuit nodes. For a fair
comparison, these delays are calculated after the circuits have been
mapped to a single fixed location, using physical constraint statements
in the target chip such as Xilinx's location (LOC) and BEL constraints
[28]. Therefore, these values are quite accurate. By comparing designs
(a) and (b) it is clear that the propagation delay of LUT1 and CFGLUT5
primitive cells, which both are configured as an inverter, is quite equal
(i.e. tpd=0.086 ns), as seen in Table 1. In contrast, the propagation

Table 1
Comparison of propagation delay of different primitive cells on a Xilinx Virtex-5 FPGA.

Design number Design structure Propagation delay (ns)

a LUT1 0.086
b CFGLUT5 (1 function) 0.086
c XORCY 0.404
d LUT1+LUT1 0.840
e CFGLUT5 (2 functions) 0.677
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delay of the XORCY, which is a part of the carry chain circuit, is much
higher (i.e. 4.7 times) than the LUT1 due to the access constraint to the
carry chain.

In order to construct a delay line, the designers usually utilize series
of inverters as shown in Fig. 2d. The total delay of two series of LUT1s
configured as inverters (i.e. tpd=0.840 ns) is 9.77 times higher than a
single LUT1 for the chip under test (see Table 1). As compared to the
design (d), the total delay of the CFGLUT5 element, which is config-
ured to implement two functions (i.e. inverters) in a single LUT
(Fig. 2e), is about 20% less. Moreover, in this structure (i.e. design
(e)) one LUT is saved. Based on the aforementioned results, we propose
a useful technique to reduce the total delay of the RO chain tD.
According to Eq. (1), reducing the tD is a key contributor to increase
the operating frequency of the RO. Therefore, choosing an appropriate
implementation style can really help.

In this work, two CFGLUT5 elements are utilized in order to design
a 3-stage RO, which is implemented in 2 LUTs instead of 4 LUTs in a
conventional design, as shown in Fig. 3. The first primitive cell (i.e.
CFGLUT5 #1) is configured as 3-input LUT with two different
functions, i.e. control logical AND gate and inverter (NOT gate).
Another primitive cell (i.e. CFGLUT5 #2) is configured as 2-input
LUT to create two individual inverters in a single LUT. An INIT
attribute should be specified on each CFGLUT5 primitive cell to
indicate its logical function(s). The INIT value of 0F0F8888 (hexade-
cimal) is set for the first element (i.e. CFGLUT5 #1), which represents
one inverter along with 2-input AND gate (AND2) in order to control
the RO's oscillations. Also, the INIT value of X"33335555 configures
the CFGLUT5 #2 as two individual inverters, which we use the O5
output in combination with the O6 output to create two series
inverters. We also instantiate an open latch (LD) along with each
element, to further improve the sensitivity of the RO as depicted in
Fig. 4. A latch in the open state, as the name suggests, acts as an
additional transistor-based wire. Fortunately, unlike connections be-
tween LUTs, the latch does not need significant routing resources to
connect to the adjacent LUT's output, since always one latch is
available near each LUT in FPGA slices. So, this method does not
significantly reduce the RO's oscillation frequency. Because the effect of

temperature on transistor delay is more than on routing delay [7,13],
instantiating an open latch along with each CFGLUT5 element
improves the sensor's sensitivity.

Note that, by default, the synthesis tool omits the inverting
elements in the RO chain during logic compilation or optimization
process to get better results, i.e. utilization reduction and speed
enhancement. To solve this problem, we use the KEEP attribute in
our hardware description language (HDL) code (KEEP="TRUE"),
which is a synthesis constraint to prevent the signal-optimizing
throughout the implementation process.

4.2. Counter design

There are two approaches for implementing a sensor network in
order to measure local temperatures and monitor the thermal distribu-
tion of the chip. One is to implement a single centralized counter
shared by multiple ROs, called serial reading [8]. Two main drawbacks
of this method are the loss of spatial thermal data and high probability
of significant error in estimated temperature due to reading the
sensors' data one by one. Note that, especially in low-voltage FPGA
cores, the oscillation frequency of an RO is not only a function of the
local on-chip temperature but also the power supply voltage. While
some parameters like voltage or current can change dramatically in the
several milliseconds, serial reading can cause significant error in
estimated temperature [7,29]. Another approach, the parallel reading,
is based on reading all sensors' data simultaneously. In this method,
each RO has an associated counter that is connected to the RO's output,
allows all sensors to be enabled at a time and gives designers the ability
to simultaneously provide a snapshot across the chip. However, in a
sensor network in which a considerable number of sensors is instan-
tiated, utilizing an associated binary counter along with each RO incurs
large area and power overheads in the latter method, forcing a trade-off
between area/power overhead and reading method. Researchers widely
use binary counters in an RO-based temperature sensor because not
only a binary counter is easy to realize, but also there is no need to
decode its output, which make it easy to use. On the other hand, one of
the trade-offs in designing an RO-based temperature sensor is between
RO length and binary counter width. Generally, the shorter the RO
stage is, the higher the oscillation frequencies are, the wider the binary
counter. Note that, to avoid the counter overflowing, the RO with
higher frequency requires the more counter's width.

In addition an ultra-sensitive RO, we use an RNS ring counter in
the proposed sensor in order to design a compact and low-overhead
sensor. A compact sensor gives the opportunity to embed more sensors
on the network, detect more hotspots, and consequently, improve the
accuracy of DTM techniques. An RNS ring counter, which can be
implemented very compactly using Xilinx's shift register LUT (SRL)
primitive cells, is a circular shift register which is initiated such that
only one of its registers is the state one while others are in their zero
states. To clarify the resources occupied by each counter design, it
should be noted that compared to a 10-bit binary counter, which can

Fig. 2. Various approaches to design a delay line: (a) LUT1 configured as an inverter, (b) CFGLUT5 configured as an inverter, (c) XORCY, (d) two series LUT1s configured as inverters,
and (e) CFGLUT5 configured as two series inverters.

Fig. 3. Modified 3-stage RO design.
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count up to 210=1024, an RNS ring counter with almost the same
maximum count (i.e. 32×33=1056) occupies 5 times less LUTs and 10
times fewer flip-flops (FFs). As noted in [26], a Xilinx's SRL32 with
variable length of 1- to 32-bit can be implemented within only a single
LUT. The 3-moduli set RNS ring counter, which is clocked by the
proposed RO, is used in our sensor design as shown in Fig. 5. The
counting period M, also known as countmax, is obtained by multi-
plying length of all SRLs as

∏M m=
i

n

i
=1 (7)

where n is the number of moduli and mi is a pairwise relatively prime
modulus.

The only implementation restriction is that all SRLs' length must be
all pairwise relatively prime. To meet this restriction and also to avoid
the counter overflowing, we use 3 LUTs configured as SRLs, each in a
ring (see Fig. 5). The first LUT acts as a 31-bit shift register, the second
as a 32-bit shift register, and the third LUT accompanied with one FF
as a 33-bit (32-bit plus 1-bit) shift register. With three rings the
maximum count value reaches countmax=31×32×33=32736 which is
enough to work the counter reliably with respect to the frequency of the
proposed RO. The 5-bit address bus A is tied to a fixed value of 30, 31,
and 31 for SRLC32E #1, #2, and #3 to signify a fixed 31, 32, and 32-bit
shift length, respectively. Note that, in an SRLC32E primitive cell, the
shift register length is the address input plus one. The INIT attribute of
the SRL32 consisting of a 32-bit hexadecimal value can be specified to
indicate the initial shift pattern of the shift register. Typically, a pattern
consisting of a single hot-bit is circulated so the state repeats every n
clock cycles if n-bit SRL is used. The INIT [31] and INIT [30], the last
value shifted out, is set to “1” for SRLC32E #1 and #2, respectively. For
the third SRL the INIT value is not specified, it defaults to a value of
zeros. But, the INIT value of its associated FF is tied to “1” in order to
make the counter data easy to decode.

The output of an RNS ring counter is not trivial like a binary
counter and needs to be decoded by the Chinese remainder theorem

(CRT) by using Eq. (8)[30]:

⎡
⎣
⎢⎢

⎛
⎝⎜

⎞
⎠⎟

⎤
⎦
⎥⎥∑Count r M

m
w M= mod

i

n

i
i

i
=1 (8)

where n is the number of moduli, ri is a residue, M is the counting
period, mi is a pairwise relatively prime modulus, and wi is a weight
found with the Euclidean algorithm. Due to the complexity of the
method for finding the residues (executing CRT algorithm for decoding
all the RNS ring counters in a sensor network) there is a performance
overhead which is negligible.

Fig. 6 illustrates the design of the proposed RO-based temperature
sensor. As depicted, the sensor requires a 20-bit data bus to connect to
the 32-bit MicroBlaze soft microprocessor core via processor local bus
(PLB), allowing the MicroBlaze to control the activity of the sensor and
also access the data (i.e. 3-bit output data and 15-bit address bus) to
find the residue ri. Note that, the enable signal of the RO (i.e. EN1) and
also the enable signal of the RNS ring counter (i.e. EN2) are
asynchronous and when the signal enables/disables the RO, it some-
times causes a glitch. Therefore, occasional glitches may corrupt the
counter value. To address this issue, a simple and effective technique is
used in order to maintain the operation of the system safer and more
reliable. After the RO is enabled by the MicroBlaze (i.e. EN1=1), we
first wait for 210 clock cycles so that the RO reaches to a steady state of
having a stable and constant frequency, and then, activate the enable
signal of the counter (i.e. EN2=1) for a fixed time interval. Then, first
the counter is disabled and after that, the RO is disabled in order to
avoid counting occasional glitches. After taking a snapshot of the chip
and disabling the sensor (i.e. EN1=EN2=0), the 32-bit MicroBlaze
sweeps the 15-bit address bus of the sensor (5-bit address bus A for
each SRL) and simultaneously reads 3 bits of output data of the sensor
(one bit for each SRL output) via the PLB to find the residue ri of the
corresponding SRL. Note that, the position of each "1" bit represents
the residue. Hence, when the 3-bit output data is equal to "111", the
values of three 5-bit address buses of the sensor (i.e. the residue) are
read by the MicroBlaze. Finally, the CRT algorithm is executed to

Fig. 4. The proposed 3-stage RO design (including open latches) implemented in 2 LUTs.

Fig. 5. The 3-moduli set RNS ring counter configuration in the proposed temperature sensor.
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decode the counter value. Then, immediately, the aforementioned
procedure is performed four times and finally we average the five
counter values in order to minimize the glitch effect for the final value
of the counter. The comparison results for resource utilization,
temperature measurement range, and sensitivity of the proposed
sensor with other existing sensor designs are reported in Section 7.

5. Basic evaluation metrics for RO-based temperature
sensors

The designers of the sensor network face various choices for their
design including number of sensors, RO designs, counter designs, RO
length, and counter width, where each of the designs in this large space
has different characteristics. Obviously, while exploring in such a large
design space, there are some design trade-offs that should be con-
sidered because different design's options affect the efficiency of the
sensor network. A large variety of designs have been proposed for RO-
based temperature sensors in the literature. The RO designs include
the following basic elements: 1) inverter (INV), 2) INV & latch (LD), 3)
XORCY, 4) XORCY & LD, 5) CFGLUT5, and 6) CFGLUT5 & LD
(proposed RO), each one can be implemented with variant length. Also,
the counters can be implemented as 1) the binary counter or 2) the
RNS ring counter, each of which can be implemented with variant
width. When designing a network of temperature sensors, there are
some important parameters, such as overheads and accuracy, which
need to be considered at the time of design. In contrast to related work,
we would like to survey different kinds of relative performance
evaluation metrics that have been used to evaluate the efficiency of
different designs of the RO-based temperature sensor in a network. In
this section, we present a set of basic evaluation metrics, in terms of
area, thermal, and power overheads, and thermal map error and the
method used to measure them. The metrics provide useful information
for decision making. Based on these metrics, the decision maker would
be able to make a proper decision.

5.1. Area overhead

When designing a temperature sensor network, the resource

utilization is an important metric that should be considered because
it may affect the power consumption as well as the heat generated by
sensors. The area overhead AOH of a sensor network is calculated in
terms of the total number of utilized LUTs and FFs/latches of the FPGA
using Eq. (9):

A A=OH TotalNet (9)

where ATotalNet is the total utilized resources by the sensor network
that are reported by the Xilinx tool (i.e. PlanAhead) after the design
was implemented by the PAR process. In order to make the details
more clear, we formulate the area overhead of the RO-based sensor
network, which is expressed as

A A A A= = +OH TotalNet SensNet PLB (10)

where the APLB is the resource utilization of the PLB and ASensNet is
the resources occupied by sensors in the network, which can be
expressed as

A N A= ×SensNet S Sens (11)

where NS is the number of sensors in the network and ASens is the
resource utilization of a single sensor, which can be expressed as

A A A= +Sens RO Counter (12)

where ARO and ACounter are the resources occupied by the RO and
the counter, respectively. By substituting (11) and (12) in (10), we can
calculate the area overhead of a sensor network by

A N A A A= × ( + ) +OH S RO Counter PLB (13)

According to (13) and the fact that for the same number of sensors
in a network, the resources occupied by the PLB (i.e. APLB) is a
constant value, for more compact sensors we expect less area overhead,
especially in a network with a large number of temperature sensors.

5.2. Thermal overhead

The thermal overhead of an RO-based sensor network needs to be
taken into account since naturally sensor itself generates heat when
active due to oscillations of the RO, called self-heating. Therefore, the
ROs should be gated to reduce destructive self-heating effects of the

Fig. 6. The proposed RO-based temperature sensor design.
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sensor network. Although clock gating reduces switching power con-
sumption, and hence, rising temperature, in a runtime application that
continuously taken a snapshot of the design, it still leads to increase the
chip temperature. In other words, the thermal overhead of a sensor
network must be low. While most researchers like [6–9,12] acknowl-
edge this phenomenon, to the best of our knowledge there is no
systematic study on measuring the self-heating effect of sensor net-
works. In fact, in FPGA-based designs, each application has its own
thermal behavior and increases the die temperature by a certain
amount. To measure the thermal overhead of a sensor network, a fixed
heat generator circuit (heater) is designed and developed on the FPGA
[24] in which the generated heat is controllable. We tune the
temperature generated by the heat generator circuit, according to the
results obtained from the study of the temperature of several bench-
mark implemented on an FPGA [31]. The thermal overhead of a
network of soft-sensors is calculated based on the following four steps:

(i) All sensors in the network are deactivated and the heat generator
circuit, which acts as the benchmark, increases the die tempera-
ture from a minimum operating temperature (Tmin) to a max-
imum (Tmax or TwithoutNet). Assume this operation takes tm
seconds.

(ii) The FPGA is cooled down to Tmin.
(iii) The sensor network is activated immediately and the heater starts

its activation for tm seconds. Assume the final temperature is
TwithNet.

(iv) The thermal overhead TOH is defined and formulated as the
differential on-chip temperature due to using a sensor network
and is calculated using Eq. (14):

T T T= −OH withNet withoutNet (14)

where TwithNet and TwithoutNet represent the on-chip temperature
with and without embedding a network of sensors, respectively.

5.3. Power overhead

Power overhead of a sensor network is quite an important and
useful metric for decision-making at the time of design. It should be
low as much as possible because in addition to resources utilized by the
actual design, sensors also consume power, and hence, add extra power
consumption. In an RO-based temperature sensor network, the
dynamic power dissipation Pdynamic relies on the amount of ROs'
oscillation frequencies and resources occupied by counters as Eq. (15):

P P P= +dynamic dynRO dynCounter (15)

where Pdyn_RO and Pdyn_Counter are the dynamic power consumed
by ROs and counters, respectively. The steps for calculating the power
overhead is very similar to thermal overhead. The power overhead POH
of a sensor network is defined as the differential average power
consumption due to utilizing an array of temperature sensors and is
calculated using Eq. (16):

P P P= −OH withNet withoutNet (16)

where PwithNet and PwithoutNet are the average power consumed
over the time interval tm with and without embedding a sensor
network, correspondingly, and both are calculated using Eq. (17):

∫P
t

P t dt= 1 ( ).with withoutNet
m

t

/
0

m

(17)

where P(t) is the instantaneous power consumption.

5.4. Thermal map error

A very important characteristic of a temperature sensor is its
accuracy. Temperature measurement error is normally a useful metric

that should be considered at the time of design. Thermal map error of a
sensor network directly affects the efficiency of the system as well as the
DTM techniques. The inaccuracy of a temperature sensor may cause
problems such as performance degradation, due to early activation of
DTM, or reliability degradation due to its late activation [32]. In a
network of temperature sensors, a more sensitivity results in less error,
more accurate measurement, hence, more accurate thermal profiling.
Generally, the sensitivity of a sensor is defined as the change in the
output of the sensor per unit change in the parameter being measured.
In an RO-based temperature sensor, the sensitivity is defined as the
amount of RO's frequency reduction per 1 °C increase as Eq. (18):

Sensitivity
f f
T T

=
−
−

max min

max min (18)

where fmax and fmin are the oscillation frequency of the RO in the
time interval at minimum Tmin and maximum Tmax temperatures,
respectively. The RO frequency is measured by counting RO's pulses
during the sample period as Eq. (19):

f count
t

=
s (19)

where the count is the RO's pulses obtained by reading the counter's
output, ts is the sample period in which the sensor is activated, and f is
the oscillation frequency of the RO. The sensitivity of a sensor
illustrates how much the RO frequency or counter value changes for
a given temperature range. More sensitivity allows sensors to sense
small changes in temperature.

In order to measure and evaluate the accuracy of different sensor
networks, they need to be compared to a fixed and more accurate
network, called reference network. As mentioned in the literature
review, the accuracy of the temperature measured by the RO-based
thermal sensor is confirmed and validated by comparing the tempera-
tures obtained from RO-based sensors to values obtained from well-
known approaches, i.e. simulators like HotSpot [25] and infrared
camera [9]. Therefore, an array of digital temperature sensors based
on the RO with the highest sensitivity among other designs is
embedded within the reference network to provide a reference model
of the thermal map of the FPGA. We assume that the reference network
has m times more sensors than the examined networks in order to
make it more accurate. In other words, one out of each n sensors is
excluded from the reference network and the temperature of excluded
sensors is estimated as the average values of immediate neighbor grids
sensors. Then, these values are compared with the actual values
obtained from corresponding temperature sensors in the reference
model. To clarify this evaluation method, consider an example in which
a grid-based array of 4×4 temperature sensors is placed in the
reference network. As shown in Fig. 7a, a set of sensors Sref={Sr1,
Sr2, …, Sr16} is allocated at the center of each grid (reference model).
The top view of an examined sensor network is shown in Fig. 7b. As
seen, one out of each two sensors is excluded from the reference

Fig. 7. The floorplan of the sensors' placement: (a) reference network and (b) examined
sensor network.
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network. In this case, in the examined network (Fig. 7b), the
temperatures obtained from the set of sensors Snet={Sn1, Sn3, Sn6,
Sn8, Sn9, Sn11, Sn14, Sn16} is compared with the temperatures obtained
from corresponding sensors Sref={Sr1, Sr3, Sr6, Sr8, Sr9, Sr11, Sr14, Sr16}
in the reference network. Also, the temperature of grids that do not
include any sensors is estimated as the average temperature of the
immediate neighbor grids sensors. For instance, the temperature value
of locations X and Y is calculated using [(Ts1+Ts3+Ts6)/3] and
[(Ts3+Ts8)/2], respectively.

We define the thermal map error Tmaperror of a sensor network as
how close the measured/estimated local temperature obtained from the
examined network is to the temperature measured by the reference
network as Eq. (20):

∑Tmap
n

T T= 1 ( − )Error
i

n

ref i sens i
=1

, ,
2

(20)

where n is the number of network grids, Tref, i is the reference
network's temperature in grid i, and Tsens, i is the temperature of the
sensor in the same grid of the examined network. According to (20),
not only the absolute extrema, but each relative extrema temperature
of the chip is also considered to evaluate the thermal map error of each
network. Indeed, due to positive feedback between leakage current and
junction temperature, all relative extrema points should also be
considered in the DTM of chips because they may lead to being
hotspots in the several milliseconds. The comparison results of
different sensor designs in terms of the basic evaluation metrics are
reported in Section 7.

6. Quality factor metric

The value of each basic evaluation metric strongly depends on the
sensor design in the network. Besides, each design can be implemented
with variant RO length, counter width, and the number of sensors,
which result in a large design space. While several RO-based tempera-
ture sensors' designs with their own specific features have been
introduced [5–15], it is very difficult to judge them considering
multiple contradictory relative performance metrics. To address this
issue, we propose the QF metric, a novel metric for evaluating the
efficiency of RO-based temperature sensors' designs, considering
different aspects. Using the QF metric, it is possible to characterize
each sensor network and investigate the sensor designs' influences. The
proposed QF is a figure-of-merit (FOM) based on the sensors' over-
heads and accuracy to determine the quality of a sensor network. This
provides the information for decision making to choose an optimal
design of the sensor based on the basic metrics obtained.

Ideally, a network of temperature sensors would have a set of four
following specifications simultaneously: low area, thermal, and power
overheads and also low thermal map error. In other words, for a
sensors network, better overhead metrics include minimizing the area
overhead, minimizing the thermal overhead, and minimizing the power
overhead. Also, the better the accuracy is, the less the thermal map
error. But, generally, there are design trade-offs between these para-
meters due to different designs of RO-based temperature sensors.

The trade-offs between basic evaluation metrics can be observed
with respect to three main aspects as follows:

1) The RO stage: the longer the RO stage is,
(i) The more the occupied resources, the more the AOH.
(ii) The lower the oscillation frequency (see Eq. (1)), the less the

TOH.
(iii) Accordingly the less the POH.
(iv) The lower the sensitivity, the higher the TmapError.

Therefore, by increasing the RO stage the TOH and the
POH get better, but unfortunately, the AOH as well as the
TmapError get worse, and vice versa.

2) The RO design: due to different configurations of the RO, in which
result in variant oscillation frequency, the mentioned trade-offs
between basic evaluation metrics can be similarly observed.

3) The number of sensors: more accurate sensor networks (i.e. less
TmapError) usually have more embedded sensors to efficiency
detect more hotspots. Hence, they occupy more area, consume
more power and generate more heat while less accurate sensor
networks (i.e. more TmapError) may have less AOH, TOH, and
POH.

At this point, an interesting question is: what is the best design of
the sensor network? To address this design challenge, we need a metric
that can provide a trade-off between minimizing the area overhead and
the thermal map error and also minimizing the thermal and power
overheads. Therefore, we propose the QF metric to demonstrate how
multiple criteria can be combined and observed as a single metric to
evaluate trade-offs between basic evaluation metrics for temperature
sensor networks.

A second question is: what is the proper number of temperature
sensors in a network? In principle, it should be high enough to sense
the finest spatial granularity of each local temperature of the design
implemented on a target FPGA, causing large overheads. Fortunately,
many researchers such as [11,33,34] have proposed several effective
algorithms to solve the thermal sensor allocation and placement
problems and determine the optimal number and location of sensors.
Hence, in this work, we only explore different designs of the sensor in a
network, not a number of them, to find the best efficient design.

To quantify how efficient a temperature sensor network is, we use
the product of four basic metrics (i.e. AOH, TOH, POH, and
TmapError) with equal weight, according to prove the authenticity
and integrity of the well-known power-delay product (PDP) and also
EDP metrics in electronics designs. But, since the higher quality is the
better, we define the QF as reverse the product of these four basic
metrics as Eq. (21):

QF
A T P Tmap

: = 1
× × ×OH OH OH Error (21)

An ideal design of the sensor network should have an absolute
minimum value of AOH, TOH, POH as well as TmapError simulta-
neously among other designs. But, there are always trade-offs between
these criteria. The QF metric captures these design trade-offs and
devotes a unique numerical score to each design. Note that, the
proposed QF metric expressed as Eq. (21) is the basic version of
FOM (i.e. QF metric) of an RO-based temperature sensor network. As
stated, the QF metric is proposed to help designers to evaluate different
designs when there are several objectives. In other words, QF metric
helps to integrate several metrics and reach to one single value. There
are several similar well-known metrics such as PDP and EDP which
have the same goal. However, as various versions of the EDP metric
(e.g. ED2P) have been developed according to specific applications,
various versions of the QF metric can be introduced, which can focus
on the specific metric(s). The fundamental object of proposing the QF
metric is to establish an FOM of the RO-based temperature sensor
network that can combine various metrics (including metrics men-
tioned in Section 5) to get one single score for evaluating the trade-off
between multiple contradictory metrics and objectives.

7. Experimental evaluation results and analysis

In this section, we first introduce the experimental setup used in
this work for evaluating the proposed temperature sensor and also
various sensor networks. Next, the experimental evaluation results of
each part are presented and discussed.
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7.1. Experimental setup

This subsection explains the systems setup for evaluating the
proposed RO-based temperature sensor and sensor networks.

7.1.1. System setup for evaluating the proposed RO-based
temperature sensor

For our experiments, the Genesys™ development board that
contains the Xilinx Virtex-5 LX50 T FPGA is used. The important
specifications of the target FPGA are listed in Table 2. The system setup
of all our experiments includes the following six main components as
shown in Fig. 8:

(i) The MicroBlaze soft microprocessor core which controls the
peripherals using the PLB and also runs the software application
written in C language that fits into 32 KB of block random access
memory in order to read sensors' data and decode them if
necessary.

(ii) The proposed temperature sensor or examined sensor networks.
(iii) The heat generator circuit (heater) which is utilized to increase the

die temperature in the desired range.
(iv) The timer IP core which manages to activate the proposed sensor/

sensor network for a fixed 40 µs time window.
(v) The system monitor IP core composed of a 10-bit 200-kilosample/

s analog-to-digital converter (ADC), a register file interface and
two on-chip sensors (i.e. voltage and temperature sensors)
situated in the center of the Virtex-5 FPGA, which is used to
reads the values of the built-in sensors in the calibration
procedure.

(vi) The universal asynchronous receiver/transmitter (UART) IP core
which logs the proposed sensor/sensor networks' data and system
monitor readings through the RS232 interface to a host PC.

The MicroBlaze soft microprocessor core and all of its peripherals
operate at 100 MHz. The proposed temperature sensor, several designs
of the RO-based temperature sensor, and the heat generator circuit are
synthesized using HDL and connected to MicroBlaze via PLB, allowing

the MicroBlaze to control them and access the measured data. The heat
generator circuit composed of one-level LUT-based oscillators, which
enables the maximum toggling frequency [24]. Fig. 9 shows the LUT-
based oscillator with a single LUT. We instantiate 10,000 one-level
LUT oscillators to heat up the chip and calibrate the proposed sensor
for a wide range of temperature.

7.1.2. System setup for evaluating temperature sensor networks
In order to evaluate the relative performance as well as determine

the QF of different sensor networks, the system is configured similarly
to the previous system setup (except for two components), which is
described in Section 7.1.1 (Fig. 8). One change is that the sensor
network, which consists of 35 sensors, is replaced by the proposed
sensor. The second change is the configuration of the heater circuit.
Since a set of well-known benchmarks operates in a range of
temperatures from Tmin=30 °C to Tmax=55 °C [31], therefore, we
study the influences of sensor designs on the network performance (i.e.
thermal overhead, power overhead, etc.) at this temperature range. In
order to do so, the heater is utilized using the LUT-FF-based pipeline
[19] which consists of 10 pipelines with 1000 stages where each stage
contains an LUT and an FF clocked at 400 MHz (Fig. 10). In all our
experiments, a regular grid-based sensor network is constructed and
partitioned containing 56×90 slices into a regular grid of 8×9 tiles,
where between each pair of tiles there is a temperature sensor placed at
the center, as described in Section 5.5. From one experiment to
another, only the sensor design changes; however, to have a fair
comparison, the locations of sensors and the heat generator circuit
are exactly the same for all experiments. Taking advantage of the
Genesys™ Virtex-5 FPGA development board, we can measure the
power consumption of a network of RO-based temperature sensors by
using the Power Meter, which is a software provided by the Digilent
Adept tool. It provides highly accurate real-time voltage, current, and
power readings from onboard TI power supply monitors and allows for
data transfer with Xilinx FPGAs.

As mentioned, the temperature sensor network can be implemented
with various designs of the RO and the counter, each one can be
configured with variant length/width which creates a large design
space. In fact, due to intra-device and intra-die variations, for a single
particular design, the amount of the performance evaluation metrics
may be vary from one chip to another, resulting in unfair comparisons
of various designs. To solve this problem, we individually implement

Table 2
The Xilinx Virtex-5 LX50T specifications.

Logic resources Slices 7200
Logic cells 46,080
CLB flip-flops 28,800

Memory resources Total block RAM (Kb) 2160
Block RAM (36 Kb each) 60

Clock resources Digital clock manager (DCM) 12
Phase-locked loop (PLL) 6

Speed grades Commercial −1, −2, −3
Industrial −1, −2

Fig. 8. Block diagram of our experimental setup implemented on the Xilinx Virtex-5
LX50T FPGA.

Fig. 9. Schematic of the one-level LUT-based oscillator heater.

Fig. 10. Schematic of the LUT-FF-based pipeline heat generator.
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each of already proposed designs and also other possible designs of the
RO-based temperature sensor on a single Virtex-5 LX50 T FPGA. For
more fairness in comparison, we first assume that all sensors are
composed of a fixed length-of-three RO, 15-bit binary counter or 3-
moduli set RNS ring counter, and the networks are evaluated for only
different RO and counter configurations, in terms of proposed perfor-
mance evaluation metrics. Then, the RO length (i.e. from 3- to 31-
stage) and the counter width are explored in order to evaluate the
influences of variant RO length/counter width on the efficiency of the
temperature sensor network.

7.2. Experimental evaluation results

The experimental results of this work are divided into four main
categories as follows. In Section 7.2.1, we test and evaluate the
proposed temperature sensor. In Section 7.2.2, the second experiment
series investigates twelve different configurations of the sensor in the
network and compares them with each other, in terms of four basic
evaluation metrics, which are defined in Section 5. In Section 7.2.3, the
influences of the RO length and the counter width are investigated on
the relative-performance evaluation metrics of the sensor network.
Finally, in Section 7.2.4, according to the QF metric, defined in Section
6, the best structure of the sensor network is introduced.

7.2.1. Results of the proposed temperature sensor
In this experiment, we plan to compare the proposed temperature

sensor with previously published designs in terms of resource utiliza-
tion, temperature measurement range, and sensitivity.

7.2.1.1. Resource utilization. The proposed RO-based temperature
sensor, described in Section 4, is totally composed of only 5 LUTs,
two LUTs for RO and three for the counter. Table 3 demonstrates the
comparison of our sensor's LUT utilization with other sensors' designs.
As can be seen, the proposed sensor is smaller than previous designs. It
occupies 37.5% less resources compared to the most compact sensor
that has been proposed (i.e. [7]). For the problem of the thermal sensor
allocation and placement, in which the important goals are to precisely
and optimally find the best location as well as the number of sensors in
order to monitor and cover a set of hotspots, the resource utilization of
the sensor is quite important. Especially, when a high-complexity
application should be mapped on a limited-resources target FPGA.
After finding the desired location, if there are sufficient available
resources in this location at which the sensor is to be inserted, there
will be no problem. But, if the resources are not enough, the application
should be remapped in order to free this location. However, in a
reconfigurable fabric, remapping of an application may cause changes
of hotspots' locations. So, an ultra-compact sensor gives the
opportunity to insert the sensor in such location [11]. Moreover, it
leads to less overhead of a sensor network.

7.2.1.2. Temperature measurement range. Temperature ranges vary
for different sensor types. Every RO-based temperature sensor is

designed to operate over a specified range of temperature. This range
is usually fixed, and in FPGA-based systems strongly depends on the
calibration process, and if it is exceeded, it may be eventuated in
significant error in temperature estimated by calibration equation. In
order to use a soft-sensor, initially, a mapping function for RO
oscillation frequency f to junction temperature T is highly required to
translate oscillation frequency to a corresponding local temperature.
The frequency to temperature converter (FTC) equation can be
obtained by regression analysis. In this experiment, the heater based
on the LUT oscillator (Fig. 9) is applied to heat up the FPGA while
reading out the sensor counts by the MicroBlaze in a fixed 40 µs sample
period and simultaneously measuring the on-chip temperature, as a
reference for the measurement, and FPGA core voltage values, which
both are provided by the built-in hard-sensors using system monitor IP
core. Then, various polynomial fitting models are applied, for instance
via curve fitting in MATLAB, to find an effective FTC function.

We find that a first-order polynomial function cannot provide a
good fit because, in contrast to a high-voltage FPGA core, the frequency
response of an RO is a nonlinear function in modern FPGAs, as noted
in Section 4. Instead, a second-order polynomial model provides a good
fit. Further increase in polynomial order does not improve notably the
fitting error. Due to intra-die variation, it is necessary to consider delay
variation within the chip. Since the frequency of an RO at location (x,y)
is a function of not only the local temperature but also the supply
voltage [7,12], the FTC function (calibration equation) should be
written as two-variable quadratic polynomial as Eq. (22):

T x y c f x y c V c f x y V c f x y c V c( , ) = ( , ) + + ( , ) × + ( , ) + +DD DD DD1
2

2
2

3 4 5 6

(22)

where f(x,y) is the frequency of the RO at location (x,y), T(x,y) is the
local temperature, VDD is the core voltage, and ci is the calibration
coefficient, which can be calculated by the given initial temperatures
and their corresponding frequencies of the RO. As compared with a
linear (first-order) model that provides a root mean square error
(RMSE) of 3.99 °C in temperature estimation, the second-order poly-
nomial function reduces the RMSE by 2.66 °C for our sensor and
provides an RMSE of 1.33 °C. After this initial calibration, the sensor
could translate its oscillation frequency to its corresponding local
temperature. Note that, the temperature measured around a particular
soft-sensor at every location of the chip does not exactly represent the
temperature of the built-in sensor, results in estimation error in the
calibration process. To address this issue, the proposed sensor is
located in the middle of the chip, the closest point to the built-in
hard-sensor, in order to minimize the temperature measurement error
and increase the calibration precision. Therefore, the sensor is manu-
ally placed at location (x,y)=(28,58) using placement directives in the
user constraints file (UCF).

Table 4 lists the calibration coefficients ci, the coefficient of
determination R2, and the RMSE of the FTC equation. In this
experiment, the temperature is swept from 5 to 90 °C. Table 5
compares the temperature measurement range of the proposed sensor
with previous designs. The proposed sensor can operate over the

Table 3
Comparison of the RO-based temperature sensor's LUT counts.

Design Number of sensor LUTs RO stages Target FPGA

[22] 140 N/A ACEX 1K
[35] 100 47 Virtex-4
[20] 87 31 Virtex-5
[29] 40 N/A Virtex-5
[10] 34 7 Virtex-1
[8] 24 7 Spartan-6
[7] 8 3 Virtex-5
Proposed 5 3 Virtex-5

Table 4
Calibration coefficients' value of the FTC equation.

Parameter Value

C1 −0.2564
C2 −3.861e+4
C3 189.3
C4 6.15
C5 4152
C6 −2722
R2 0.9996
RMSE 1.33
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commercial temperature range (i.e. 0–85 °C [21]) with a very good
approximation.

7.2.1.3. Sensitivity. One of the most interesting parameters about
temperature sensors is the sensitivity, meaning how much the RO's
oscillation frequency/counter value changes over the range of
operating temperature. Fig. 11 plots the frequency response of the
proposed RO for a range of temperature from 5 to 90 °C. As seen, the
curve shows a nonlinear response to temperature variations. According
to (18), the sensitivity of the proposed sensor is about 394 kHz/°C.
Fig. 12 plots the oscillation frequency dependence on supply voltage
variation from 0.95V to 1.05 V. The plot demonstrates how core voltage
variations, i.e. due to changes in the workload, can affect the amount of
the RO frequency even at a constant temperature (i.e. ambient
temperature). Therefore, as noted, the power supply voltage VDD
must be considered as a variable in the calibration equation (i.e. Eq.
(22)).

Table 6 compares the sensitivity of the proposed sensor with other
designs. As seen in the table and also discussed in [7], as voltage scaling
and transistors' feature size shrinks, the dependency of the RO
frequency on temperature variation becomes drastically less, results
in a bottleneck for the RO-based sensor's designs. For instance, in [36]
and [37] the authors report 0.35% decrease of the RO frequency per
1 °C increase. Also, the authors in [35] publish 0.11%/°C reduction of
the RO frequency with 90 nm feature size of the Virtex-4 FPGA. The
sensitivity of the RO-based temperature sensor is decreased to 0.032%/
°C for 65 nm technology [7]. Our proposed sensor increases the
dependency of the RO frequency on temperature to 0.098%/°C. The
experimental result confirms that the proposed design has a stronger
temperature dependence than previous designs, as can be observed in
Table 6. Due to the novel design of the RO, which results in bigger

oscillation frequency changes, and also instantiating an open latch
along with each CFGLUT5 element, the sensitivity of the proposed
sensor is boosted up to 2.72 times higher than the already best
sensitive design (i.e. [7]) with the same specifications (i.e. core voltage
and process technology).

This is very important that with respect to the maximum oscillation
frequency of the RO, the counter works reliably during operation.
Hence, it is mandatory that the counter does not overflow in such high
frequency. In order to study the operation of the proposed sensor, let
the Eq. (19) to be rewritten as

count f t= × smax max (23)

According to (23), with respect to the maximum frequency of the
proposed RO (i.e. fmax=401.8 MHz) and the sampling period of ts=40
µs, the maximum count value will be obtained as

count = (401.8 × 10 ) × (40 × 10 ) = 16072max
6 −6 (24)

According to (24), it is clear that the utilized RNS ring counter with
the maximum count of 32,736 would be enough for the sensor for
reliable operation in a frequency of about 400 MHz.

7.2.2. Exploring the temperature sensor design in the network with
constant RO length and counter width

To evaluate the relative performance of different configurations of
the sensor in the network, four experiments are performed for each
design. In these experiments, only different configurations of the RO-
based temperature sensor are compared in terms of useful basic
evaluation metrics (i.e. area, thermal, and power overheads, and
thermal map error). In all experiments, the length of the RO (i.e. 3
stages), the width of the counter (i.e. 15-bit binary counter or 3-moduli
set RNS ring counter), and the number of sensors (i.e. 35 sensors) are
assumed to be constant.

7.2.2.1. Area overhead. We implement each design and compare its
area overhead to other designs. Fig. 13 compares the area overhead of
12 designs of the RO-based temperature sensor. Because of heavy

Table 5
Comparison of temperature measurement range.

Design FPGA Process (nm) Temperature range (ºC)

[36] XC3000 600+ 20~100
[37] XC4000 600+ 20~120
[25] Virtex-II Pro 130 35~60
[38] Virtex-II 180 50~125
[22] ACEX 1K 220 −40~130
[35] Virtex-4 90 34~79
[39] Virtex-5 65 32~60
[7] Virtex-5 65 0~85
[9] Cyclone III 65 20~90
[8] Spartan 3E 90 0~70
[20] Virtex-5 65 −20~100
[15] Spartan 3 90 10~70
[23] Cyclone IV 60 20~80
Proposed Virtex-5 65 5~90

Fig. 11. The frequency response of the proposed RO vs. temperature for a range of 5–
90 °C.

Fig. 12. The proposed sensor frequency dependence on supply voltage variations from
0.95 V to 1.05 V.

Table 6
Comparison results of sensor sensitivity.

Design FPGA Process (nm) Supply voltage
(V)

Sensitivity (%/ºC)

[36] XC3000 600+ 5 0.35
[37] XC4000 600+ 5 0.35
[25] Virtex-II Pro 130 1.5 0.21
[38] Virtex-II 180 1.5 0.15
[22] ACEX 1K 220 2.5 0.12
[35] Virtex-4 90 1.2 0.11
[39] Virtex-5 65 1 0.036
[7] Virtex-5 65 1 0.032
Proposed Virtex-5 65 1 0.098
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utilization of binary counters, for each RO design, the area overhead of
examined sensor networks that consist binary counters is 910 units
more than the RNS ring counters. Also, when the ROs include open
latches (i.e. XORCY & LD, INV & LD, and CFGLUT5 & LD), the
sensor network occupies more resources. For instance, the area
overhead of the sensor network composed of INV & LD and RNS
ring counter is about 17% more than corresponding design without
latches (i.e. INV and RNS ring counter). Moreover, due to
implementing the 3-stage RO with two LUTs, which is realized using
the CFGLUT5 elements, the networks of sensors composed of these
primitive cells (i.e. CFGLUT5 or CFGLUT5 & LD) occupy less
resources compared to other RO designs for a particular counter
design. As an example, the sensor network based on the proposed
sensor (i.e. CFGLUT5 & LD and RNS ring counter) occupies 70
resources (one LUT and one latch for each of 35 ROs) less than the
sensor network comprising of INV & LD and RNS ring counter. It
should be noted that, since the aim of the paper is to compare different
designs of the sensor relative to each other in a network, the resources
occupied by shared components (i.e. MicroBlaze soft-processor core,
Timer, System Monitor, and UART IP cores) have not taken into
account in the AOH calculation. However, since only the bus interface
of the sensor network with the PLB varies from one design to another,
which utilizes its own LUTs and FFs, the resource utilization of the
associated PLB has been considered in the area overhead.

Note that, an n-bit binary counter, which can count up to 2 n,
occupies n LUTs and n FFs. Therefore, as compared to a 15-bit binary
counter, which utilizes 15 LUTs and 15 FFs and can count up to
215=32768, the 3-moduli set RNS ring counter with almost the same
maximum count, i.e. 31×32×33=32736, occupies only 3 LUTs and 1
FF, meaning 5 times less LUTs and 15 times less FFs. More detailed
information on the resource utilization of different designs of the RO-
based temperature sensor is listed in Table 7, which is obtained by

using the Xilinx tool (i.e. PlanAhead) after PAR process. Note that, each
component, i.e., sensor network includes a bus interface with the PLB
in order to connect to the MicroBlaze soft processor, which utilizes a
few LUTs and FFs, as can be seen in Table 7. For all of the sensor
networks, the PLB consumes 197 additional LUTs and 182 FFs.

7.2.2.2. Thermal overhead. In a network of RO-based temperature
sensors, the thermal overhead depends normally on the oscillation
frequencies of ROs and resources occupied by counters. Basically,
because of intra-die variation in new fabrication technologies, even in a
constant temperature (e.g. room/ambient temperature), a specific RO
may have its own oscillation frequency in each location of the chip.
Hence, in a network of temperature sensors, each sensor may have its
own value in a thermal equilibrium condition. Fig. 14 shows the
frequency profile of the conventional RO (i.e. INV) for a Virtex-5 FPGA
in an idle mode at junction temperature of Tj=30 °C. The X-slice and Y-
slice coordinates represent the slice locations of the examined network,
which is partitioned into regular grids of 8×9 tiles containing 56×90
slices. It can be seen that the left side of the chip is noticeably faster
than the right side due to the intra-die variation. For the chip under
test, the difference of the RO frequency between the slowest (i.e.
fmin=307.12 MHz) and the fastest (i.e. fmax=352.90 MHz) regions
reaches over 45 MHz. This variation results in the different amount of
heat produced by each sensor and thus thermal overhead as well as
power consumption. Therefore, in order to provide accurate results, we
should consider the mean of oscillation frequencies of ROs in the
calculation of the thermal as well as the power overhead of a sensor
network. Fig. 15 demonstrates the average oscillation frequency of six
RO designs in the examined network. As seen, since each element (i.e.
XORCY, XORCY & LD, INV, etc.) has a certain propagation delay,
each design inherently has its own frequency.

Table 8 compares the thermal overhead of 12 designs of the sensor

Fig. 13. Comparison of area overhead of 12 RO-based temperature sensor designs in the
examined network on a Virtex-5 FPGA.

Table 7
Comparison of resource utilization of twelve sensor designs in the examined network.

Design Number of occupied
LUTs

Number of occupied FFs/
Latches

Counter RO Sensor
network

PLB Sensor
network

PLB

Binary XORCY/ INV 630 197 525 182
CFGLUT5 595 197 525 182
XORCY& LD/
INV& LD

630 197 630 182

CFGLUT5& LD 595 197 595 182

RNS XORCY/ INV 210 197 35 182
CFGLUT5 175 197 35 182
XORCY& LD/
INV& LD

210 197 140 182

CFGLUT5& LD 175 197 105 182

Fig. 14. The map of conventional ROs' frequency variations due to intra-die variation of
a Virtex-5 FPGA in the thermal equilibrium at Tj =30 ºC.

Fig. 15. Average oscillation frequency of 35 three-stage ROs in the sensor network with
six different designs.
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in the examined network. Note that, the results of each metric are
normalized with regard to the conventional design (i.e. INV-based RO
and binary counter). The networks of sensors composed of binary
counters occupy more resources than RNS ring counters, and hence,
dissipate more power, result in larger thermal overhead. As an
example, compared to the network of sensors composed of INV and
RNS ring counter, the conventional design of the sensor network (i.e.
INV and binary counter) produces 5.23% more heat. Besides that, for a
specific type of the counter, when the oscillation frequency of ROs
increases, the thermal overhead of such network increases. For
instance, the thermal overhead of the network based on the proposed
sensor (i.e. CFGLUT5 & LD and RNS ring counter) is 21.7% more than
the network constructed using XORCY & LD for ROs and RNS ring
counters, which has the lowest thermal overhead.

7.2.2.3. Power overhead. Similarly to previous notes, stated in
Section 7.2.2.2, the resources occupied by the counters as well as the
ROs' oscillations dissipate power in a sensor network, results in power
overhead. Table 8 compares the normalized power overhead of 12
designs of the sensor in the examined network. Indeed, according to
Eqs. (15) and (16), the higher the oscillation frequency of ROs is, the
more the dynamic power consumption, the more the power overhead of
the sensor network, as illustrated in Fig. 16. For instance, for the
sensor network based on the binary counter, the power consumption
difference between the fastest (i.e. CFGLUT5) and the slowest (i.e.
XORCY & LD) ROs is about 12.6%. Moreover, when the sensor
network includes a specific RO design, the more the resource utilization
of the counters is, the more the power overhead. For example, in the
CFGLUT5-based RO, the power overhead of the sensor network
comprising binary counters is 33.7% more than RNS ring counters.
In summary, as can be seen in Fig. 16 and Table 8, the higher the ROs'
frequencies as well as the more the resources occupied by the counters

are, the higher the power dissipation is, the more the power overhead,
the higher the heat generated by the sensor network, and thus the more
the thermal overhead, and vice versa.

7.2.2.4. Thermal map error. In order to evaluate the thermal map
error of various designs, each network first needs to be calibrated and
then, compared to the reference network. Due to intra-die and intra-
sensor variations in an array of temperature sensors, we need to
calibrate the individual sensors, at least in two equilibrium
temperatures. In order to do so, at the first point, the FPGA is put in
the idle mode until it reaches to thermal equilibrium, i.e. the ambient
temperature at 30 °C for our experiment, which is confirmed by the
built-in hard-sensor. In the second phase, the LUT-FF-based pipeline
heater (Fig. 10) is utilized in order to heat up the chip. At this point,
long enough time is spent until thermal equilibrium is reached, which
is reported by the Xilinx system monitor. After gathering the data, i.e.
sensors' counts and hard-sensors' values, the FTC function for each
sensor is determined. Next, the aforementioned steps are repeated for
each design.

Now, the reference network is required to be constructed in order to
compare the thermal profile accuracy of various designs. Since the
sensitivity, and hence, the accuracy of the proposed RO (i.e. CFGLUT5
& LD) is higher than other designs, it is utilized in the reference
network in order to make it more accurate. Note that, the thermal map
error of a sensor network and also the sensor's sensitivity depend on
only the RO design, not the counter. The reason is that the RO is the
temperature-sensitive circuit and the capture counter just counts its
oscillations for a fixed time interval (e.g. 40 µs). Therefore, the
proposed RO along with a binary counter is used in the reference
network because the binary counter is easy to realize and is extensively
utilized in other works as well. Hence, in this experiment, the counter
design (i.e. 15-bit binary counter) is fixed and only the effect of various
RO designs is taken into account. Also, in this work, the reference
sensor network has two times more sensors (m=2), i.e. 70 sensors, than
examined sensor networks in order to make it more accurate. The
layout of the reference and examined sensor networks are shown in
Fig. 17a and b, respectively. In order to have a fair comparison, the
floorplan as well as the placement of each sensor are exactly fixed in
different experiments, i.e. using LOC constraint, and only the RO
design is changed.

Table 9 compares six RO designs in the examined sensor network in
terms of the thermal map error as well as the sensitivity. As seen, the
higher the sensitivity of the sensor is, the lower the thermal map error,
and hence, the more the accuracy of thermal profiling. For instance, the
thermal map error of the sensor network based on the proposed RO is
10.2% less than the CFGLUT5-based RO. The reason is that instantiat-
ing an open latch along with each inverting element improves the
sensor's sensitivity, hence, the measurement accuracy. As another
example, the sensitivity and the thermal map error of the network of
sensors composed of ROs with INV & LD configuration are 8.96% and
10.61% better than the conventional RO without latches (i.e. INV),
respectively. The thermal map of the chip under test provided by
reference network and examined sensor network that consists of ROs
with INV & LD configuration is shown in Fig. 18.

7.2.3. Exploring the temperature sensor design in the network for
various RO lengths and counter widths

In these experiments, we plan to explore the RO length as well as
the counter width in a network of conventional RO-based temperature
sensor and compare them with each other in order to study the
influences of the RO length/counter width on the basic evaluation
metrics. For this goal, firstly, the counter width should be constant, i.e.
14-bit binary counter or 3-moduli set RNS ring counter, in order to

Table 8
Comparison results of thermal and power overheads of twelve sensor designs in the
examined network (normalized).

Design TOH POH

Counter RO

Binary XORCY 0.95 0.97
XORCY& LD 0.93 0.95
INV 1.00 1.00
INV & LD 0.98 0.99
CFGLUT5 1.09 1.07
CFGLUT5& LD (Proposed RO) 1.06 1.05

RNS XORCY 0.87 0.70
XORCY& LD 0.83 0.69
INV 0.95 0.74
INV & LD 0.91 0.72
CFGLUT5 1.05 0.80
CFGLUT5& LD (Proposed sensor) 1.01 0.78

Fig. 16. Relationship between the RO frequency as well as the counter design and the
power overhead of the sensor network.
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investigate only the influences of the RO length. Therefore, at this
point, the length of the conventional RO is explored from 3 to 31 stages
because typically designers use between 3 and 31 inverting elements in
the RO chain [7,8,10,12,13,20,25]. Also, the reason for selecting the
aforementioned counter width (i.e. 14-bit binary counter and 3-moduli
set RNS ring counter) is that, with respect to the oscillation frequency
of the 3-stage RO, which has the maximum frequency among other RO
lengths (see Fig. 19), the counter must work reliably during operation,
as mentioned in Section 7.2.1.3. Note that, in the previous experiments
discussed in Section 7.2.2, the average oscillation frequency of the RO
based on the CFGLUT5 primitive cell is about 394 MHz and due to
intra-die variation, the maximum oscillation frequency of some ROs
can reach above 420 MHz. Therefore, in the previous experiments, the
15-bit binary counter/3-moduli set RNS ring counter is utilized.

Fig. 19 demonstrates the average oscillation frequency of 35
conventional designs of the RO in the examined network for the
lengths varying from 3 to 31. As seen, the longer the RO stage is, the
lower the oscillation frequency (see Eq. (1)). For instance, the oscilla-
tion frequency of the 5-stage RO is 14.4% lower than the 3-stage RO.

The experimental results of 30 different RO-based temperature sensors
for variant RO length (i.e. 15 designs) and two counter designs are
listed in Table 10, in terms of the area, thermal, and power overheads
as well as the thermal map error. Note that, the results of each metric
are normalized with regard to the design composed of the conventional
binary counter and the most-utilized stage of the RO (i.e. 7-stage)
[5,8,10,25]. According to Eq. (13), for both of the counter designs,
when the length of the RO increases, as expected, the area overhead of
the sensor network increases linearly, i.e. 70 LUTs for each 2 stages
increment. As an example, for a specific counter design (i.e. binary
counter), the area overhead of the sensor network composed of 5-stage
ROs is 5.2% higher than the sensor network constructed using such
counter and 3-stage ROs. Also, similarly to the previous experiments
discussed in Section 7.2.2.1, for each RO stage, the area overhead of the
sensor network composed of the RNS ring counter is less than the
binary counter due to less resources occupied. As seen, the resource
utilization of the sensor network based on the RNS ring counter is an
average 81.8% less than the binary counter.

The thermal overhead of different designs of the RO-based tem-
perature sensor in the examined network for variant RO length is
reported in Table 10. Indeed, the longer the RO stage is, the lower the
oscillation frequency, and then, the less the TOH. As an example,
compared to the 3-stage RO, the network of sensors composed of 5-
stage ROs and binary counters produces 10% less heat. Besides that,
the sensor networks composed of binary counters occupy more
resources than RNS ring counters, result in larger thermal overhead.
For instance, the thermal overhead of the sensor network based on the
3-stage RO and the 14-bit binary counter is 5.3% higher than the
network of temperature sensors composed of the RNS ring counter and
such RO length (i.e. 3-stage).

Similarly to thermal overhead metric, the longer the RO stage is, the

Fig. 17. The floorplan of the experimented sensors' placement: (a) the examined sensor network (35 sensors) and (b) the reference sensor network (70 sensors) as shown from Xilinx
PlanAhead tool.

Table 9
Comparison results of sensitivity and thermal map error of the sensor network for six RO
designs.

RO design Sensitivity (KHz/ºC) TmapError (ºC)

XORCY 240.0 1.73
XORCY& LD 257.6 1.55
INV 262.3 1.46
INV& LD 285.8 1.32
CFGLUT5 357.6 1.17
CFGLUT5& LD (Proposed) 394.1 1.05

Fig. 18. Thermal map of the chip provided by (a) reference network and (b) examined sensor network composed of the ROs with INV & LD configuration.
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less the dynamic power consumption, hence, the less the power
overhead of the sensor network. As an example, the sensor network
constructed using the RNS ring counter and 7-stage RO consumes
11.1% less power than the 5-stage RO. Moreover, for a specific RO
length, the more the resource utilization of the counter is, the more the
POH. For instance, the power overhead of the sensor network based on
the 7-stage and 9-stage ROs and the binary counter is 38.9% and 46.7%
more than the network of sensors composed of such RO length, i.e. 7-
and 9-stage, and the RNS ring counter, respectively.

Note that, one of the important conclusions that can be achieved
with respect to the experimental results shown in Table 10 is that,
although by reducing the RO length, the sensor occupies less resources,
and hence, it is traditionally expected the lower TOH as well as POH,
but, both of the thermal and power overheads increase due to higher
oscillation frequency of the shorter RO. In other words, the TOH and
the POH of a sensor network are dominated by the ROs' oscillation
frequency, not resources occupied by the ROs.

Fig. 20 plots the relationship between the sensor sensitivity and the

Fig. 19. Average oscillation frequency of 35 conventional ROs in the sensor network for variant RO length from 3 to 31.

Table 10
Relative-performance evaluation results of 30 RO-based temperature sensor designs in the network for constant counter width and variant RO length in terms of the area overhead (Eq.
(13)), the thermal overhead (Eq. (14)), the power overhead (Eq. (16)) and the thermal map error (Eq. (20)) (normalized).

Design AOH TOH POH TmapError

RO length Binary counter width (bit) RNS counter Binary counter RNS counter Binary counter RNS counter Binary counter RNS counter Binary counter

3 14 0.389 0.913 1.126 1.185 0.875 1.162 0.452 0.452
5 14 0.433 0.956 1.037 1.067 0.814 1.097 0.663 0.663
7 14 0.476 1.000 0.941 1.000 0.718 1.000 1.000 1.000
9 14 0.520 1.044 0.889 0.948 0.624 0.908 1.136 1.136
11 14 0.564 1.087 0.837 0.881 0.558 0.841 1.173 1.173
13 14 0.607 1.131 0.785 0.837 0.496 0.779 1.232 1.232
15 14 0.651 1.175 0.741 0.807 0.445 0.727 1.279 1.279
17 14 0.695 1.218 0.711 0.770 0.405 0.688 1.294 1.294
19 14 0.738 1.262 0.659 0.696 0.378 0.660 1.316 1.316
21 14 0.782 1.305 0.593 0.652 0.353 0.635 1.347 1.347
23 14 0.825 1.349 0.563 0.615 0.331 0.604 1.424 1.424
25 14 0.869 1.393 0.533 0.585 0.306 0.583 1.489 1.489
27 14 0.913 1.436 0.511 0.563 0.298 0.573 1.533 1.533
29 14 0.956 1.480 0.496 0.556 0.294 0.569 1.567 1.567
31 14 1.000 1.524 0.496 0.556 0.294 0.566 1.585 1.585

Fig. 20. Relationship between the sensitivity and the thermal map error of the examined sensor network for different RO stages.
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thermal map error of the examined sensor network for different RO
stages. As seen, by increasing the RO length, the oscillation frequency
changes of the RO over the range of operating temperature, i.e., the
sensor sensitivity decreases and hence, the thermal map error in-
creases. For instance, independent of the counter design, the thermal
map error of the sensor network composed of the 5-stage RO is 46.6%
more than the 3-stage RO. As another example, the thermal map error
of the network of sensors constructed using 7-stage ROs is 51.5% worse
than 5-stage ROs. In summary, based on the experimental results
presented in Table 10, the shorter the RO stage, i.e., the bigger the RO's
frequency changes, the more the sensor sensitivity, the lower the
thermal map error, the lower the area overhead, the more the thermal
overhead, and the more the power overhead, and vice versa.

At this point, in order to investigate the effects of the counter width
on relative-performance evaluation metrics, we can only explore the
width of the binary counter, not the RNS ring counter. Note that, as
mentioned, the maximum count value of the RNS ring counter is
obtained by multiplying all SRLs' length. Therefore, by utilizing two 31-
and 32-bit SRLs, the maximum count value reaches 992 which is
clearly much less than the value required to work the 2-moduli set RNS
ring counter reliably during operation with respect to even the
frequency of the 31-stage RO, which has the minimum oscillation
frequency among others in our design space. Hence, it is necessary to
utilize the 3-moduli set RNS ring counter due to the implementation
restrictions, which results in constant width of the RNS ring counter
during the DSE. However, we can explore the width of the binary
counter, of course not for any RO lengths. With regard to the oscillation
frequency of 13- to 31-stage ROs and according to Eq. (23), the 13-bit
binary counter (not less width) can be utilized instead of 14-bit,
meaning that 1 LUT and 1 FF are saved for each sensor in the network.
Note that, the binary counter implemented with less width, i.e., 12-bit
binary counter cannot be used for the 31-stage RO, hence, obviously
not for shorter stages as well. Because, the frequency of some ROs
reaches over 105 MHz in fast regions of the chip due to intra-die
variation of the chip, which results in counter overflow and unrelia-
bility during operation phase. Therefore, in this case, the influences of
13- and 14-bit binary counters on the evaluation metrics are investi-
gated.

Table 11 lists the comparison results of exploration of the binary
counter width (i.e. 14-bit and 13-bit) for variant RO stages. As it can be
seen, since only one bit of the binary counter is reduced, trivial
improvement can be observed on the evaluation criteria, i.e. AOH,
TOH and POH. However, it is clear that for more compact counter,
although insignificant, the AOH, the TOH, and the POH of the sensor
network decrease. For instance, based on the experimental results

presented in Tables 10 and 11, as compared to the sensor network
composed of 13-stage ROs and 13-bit binary counters, the AOH, the
TOH, and the POH are 4.05%, 0.84% and 3.6% less than the sensor
network that consists of ROs with the same length (i.e. 13-stage) but
14-bit binary counters, correspondingly.

7.2.4. Quality factor
The relative-performance evaluation results of various sensor de-

signs, presented in Sections 7.2.2 and 7.2.3, confirm that there is no
unique design that has absolute minimum value of all basic evaluation
criteria together due to the trade-offs between these metrics. Therefore,
an impartial comparison is not possible based on these individual
metrics (i.e. area, thermal, and power overheads, and thermal map
error). In this section, based on the QF metric, the efficiency of
different sensor designs is evaluated and compared with each other
and then, based on this metric, the best design is introduced.

7.2.4.1. Quality factor of the temperature sensor network for
constant RO length and counter width. The QF value of twelve
configurations of the sensor in the network, calculated using Eq.
(21), for constant RO length (i.e. 3-stage) as well as counter width is
listed in Table 12. Note that, the values of evaluation metrics are used
in order to calculate the QF, which are listed as the survey of evaluation
results in Table 13.

As seen in Table 12, the first explicit result is that, for each RO
configuration the efficiency of the sensor network comprising the RNS
ring counter is better than the binary counter. For instance, the
efficiency of the sensor network based on the proposed sensor (i.e.
CFGLUT5 & LD and RNS ring counter), which has the best efficiency
(i.e. QF=4.075) among other configurations, is 3.352 times better than
the sensor network composed of such RO (i.e. CFGLUT5 & LD) and
binary counter. The QF ratio of the sensor network based on the RNS
ring counter to the binary counter is shown in Fig. 21 for different RO
configurations. The efficiency of the network of sensors comprising the
RNS ring counters is an average 3.49 times higher than the binary
counters. This can be explained by the fact that firstly, in a sensor
network, the RNS ring counter occupies less area, consumes less
power, and hence, generates less heat compared to the binary counter
and secondly, the thermal map error of a sensor network is not
dependent on the counter design, as illustrated in previous sections.
Therefore, for each RO design, the sensor network comprising the RNS
ring counter is always more efficient compared to the alternative
counter design, i.e. binary counter.

The second observation is that, regardless of the counter design, the

Table 11
Relative-performance evaluation results of 30 RO-based temperature sensor designs in the network for variant binary counter width in terms of the area overhead (Eq. (13)), the thermal
overhead (Eq. (14)), the power overhead (Eq. (16)) and the thermal map error (Eq. (20)) (normalized).

Design AOH TOH POH TmapError

RO length Binary counter width (bit) RNS counter Binary counter RNS counter Binary counter RNS counter Binary counter RNS counter Binary counter

3 14 0.389 0.913 1.126 1.185 0.875 1.162 0.452 0.452
5 14 0.433 0.956 1.037 1.067 0.814 1.097 0.663 0.663
7 14 0.476 1.000 0.941 1.000 0.718 1.000 1.000 1.000
9 14 0.520 1.044 0.889 0.948 0.624 0.908 1.136 1.136
11 14 0.564 1.087 0.837 0.881 0.558 0.841 1.173 1.173
13 13 0.607 1.087 0.785 0.830 0.496 0.752 1.232 1.232
15 13 0.651 1.131 0.741 0.800 0.445 0.701 1.279 1.279
17 13 0.695 1.175 0.711 0.763 0.405 0.662 1.294 1.294
19 13 0.738 1.218 0.659 0.689 0.378 0.635 1.316 1.316
21 13 0.782 1.262 0.593 0.644 0.353 0.608 1.347 1.347
23 13 0.825 1.305 0.563 0.607 0.331 0.578 1.424 1.424
25 13 0.869 1.349 0.533 0.578 0.306 0.558 1.489 1.489
27 13 0.913 1.393 0.511 0.556 0.298 0.548 1.533 1.533
29 13 0.956 1.436 0.496 0.548 0.294 0.543 1.567 1.567
31 13 1.000 1.480 0.496 0.548 0.294 0.542 1.585 1.585
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QF value of the network of sensors composed of ROs that include
latches (i.e. XORCY & LD, INV & LD, and CFGLUT5 & LD) is higher
than such corresponding ROs without latches, i.e. XORCY, INV, and
CFGLUT5. As an example, the efficiency of the sensor network
constructed using the proposed RO (i.e. CFGLUT5 & LD) and
conventional binary counter (i.e. QF=1.216) is 10.4% higher than such
corresponding RO without latches (i.e. CFGLUT5). This can be
explained that as compared with the ROs without latches, although
the ROs that include open latches occupy more area in a sensor
network, but, due to lower oscillation frequency of these RO's config-
urations (i.e. XORCY & LD, INV & LD, and CFGLUT5 & LD), the
sensor networks that consist of such RO have lower thermal as well as
power overhead. In addition, as noted, the thermal map error of these
networks is lower due to utilizing a latch in the open state along with
each inverting element. Therefore, utilizing open latches in the RO
chain improves the efficiency of an RO-based temperature sensor,
which results in more efficiency/QF value of the sensor network.

7.2.4.2. Quality factor of the temperature sensor network for variant
RO length and counter width. Table 14 lists the QF value of 30 designs
of the RO-based temperature sensor in the network for variant RO
length (i.e. 3 – to 31 – stage) and two counter designs with constant
width. Regardless of the RO length, the sensor network comprising the
RNS ring counter is more efficient than the binary counter due to lower
AOH as well as TOH and POH. For instance, the efficiency of the sensor
networks based on the RNS ring counters and 3 – and 5-stage ROs is
3.28 and 3.06 times higher than the network of sensors based on the
binary counter, respectively. In other words, the first explicit result
presented in Table 14 is that, the efficiency of the sensor network
composed of the RNS ring counter is an average 3.21 times higher than
the binary counter.

The second important observation is related to the variation of the
QF values with increase of the RO length. As seen in Table 14, for a
constant width of the counter, the sensor networks that consist of the
3-stage and 9-stage ROs have the highest and the least QF value among
others, respectively. By increasing the RO length from 3-stage up to 9-

stage, the efficiency of the sensor network decreases. The second phase
of the QF variation starts from 11-stage up to 25-stage RO, where the
QF value increases, and finally, it smoothly decreases for the RO
lengths of 25–31. This trend can be explained so that by increasing the
RO length, the thermal map error increases remarkably due to
reduction of the sensor sensitivity; besides, the AOH is increased
noticeably too. However, because of choosing the proper sampling
period, the procedure of POH and, especially, TOH variations is not as
high as two other metrics (i.e. AOH and TmapError). Therefore, for the
sensor networks comprising the 3-stage up to the 9-stage RO, the
efficiency trend is descending. Then, from the RO length of 11 up to 25,
the TOH and the POH become dominant, results in ascending
procedure of the efficiency variation. Next, from the 27-stage RO, the
TOH and the POH show little variations with partial slope due to low
variation of the oscillation frequency of the RO, which makes the AOH

Table 12
Comparison of the efficiency of twelve sensor designs in the network for six RO
configurations and two counter designs.

Quality factor (using Eq. (21))

Design

RO design RNS ring counter Binary counter

XORCY 3.408 0.919
XORCY& LD 3.498 0.993
INV 3.512 1.000
INV& LD 3.557 1.062
CFGLUT5 3.853 1.101
CFGLUT5& LD 4.075 1.216

Table 13
Survey of relative-performance evaluation results of 12 RO-based temperature sensor designs in the network for constant RO length and counter width in terms of the area overhead (Eq.
(13)), the thermal overhead (Eq. (14)), the power overhead (Eq. (16)) and the thermal map error (Eq. (20)) (normalized).

Design AOH TOH POH TmapError

RNS counter Binary counter RNS counter Binary counter RNS counter Binary counter RNS counter Binary counter

XORCY 0.41 1.00 0.87 0.95 0.70 0.97 1.18 1.18
XORCY& LD 0.48 1.07 0.83 0.93 0.69 0.95 1.06 1.06
INV 0.41 1.00 0.95 1.00 0.74 1.00 1.00 1.00
INV& LD 0.48 1.07 0.91 0.98 0.72 0.99 0.90 0.90
CFGLUT5 0.38 0.98 1.05 1.09 0.80 1.07 0.80 0.80
CFGLUT5& LD 0.43 1.02 1.01 1.06 0.78 1.05 0.72 0.72

Fig. 21. QF ratio of the sensor network based on the RNS ring counter to the binary
counter for six RO configurations.

Table 14
Comparison of the efficiency of 30 sensor designs in the examined network for variant
RO length from 3 to 31 (normalized).

Quality factor (using Eq. (21))

Design (for variant binary counter width)

RO length Counter width RNS ring counter Binary counter

3 14 5.775 1.760
5 14 4.133 1.349
7 14 3.109 1.000
9 14 3.050 0.980
11 14 3.237 1.058
13 14 3.432 1.101
15 14 3.649 1.134
17 14 3.864 1.198
19 14 4.135 1.310
21 14 4.547 1.374
23 14 4.559 1.402
25 14 4.738 1.413
27 14 4.693 1.407
29 14 4.575 1.365
31 14 4.325 1.316
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dominant. Furthermore, since the longer the RO length is, the higher
the AOH becomes, as well as the TmapError, the efficiency of the
sensor network decreases and the trend of the QF variation remains
descending till to the end.

Table 15 shows the QF value of the examined temperature sensor
network for variant widths of the binary counters. As noted in Section
7.2.3, the 13-bit binary counter can be utilized instead of the 14-bit for
the network of sensors composed of the 13-stage up to the 31-stage RO,
but, as expected, this one bit reduction of the counter width does not
results in notable improvement of the efficiency of the sensor network.
According to the results presented in Tables 14 and 15, for 13- up to
31-stage RO, the efficiency of the sensor network constructed of 13-bit
binary counters is an average 5.96% higher than the 14-bit binary
counters. In summary, according to the experimental results obtained,
the sensor network comprising the proposed sensor, which is com-
posed of the 3-stage RO (i.e. CFGLUT5 & LD) and 3-moduli set RNS
ring counter, has the best efficiency among other alternative designs,
i.e., various sensor's configurations, variant RO length, and variant
counter width.

8. Conclusions and future work

In order to measure the temperature distribution, sense local
temperatures, and monitor the thermal behavior of the chip at run-
time and then apply DTM techniques effectively for run-time prophy-
lactic proceedings of negative effects of rising on-chip temperature,
constructing an efficient, precise, and reliable temperature sensor
network plays a vital role, which is realized with RO-based temperature
sensors on FPGAs. There are various designs of the RO-based
temperature sensor in literature, which affect the sensor network's
efficiency, result in different characteristics. In this paper, a new notion
of the network of RO-based temperature sensors has been presented.
Four useful criteria (i.e. are, thermal, and power overheads, and
thermal map error) and some measurement methods have been
introduced in order to evaluate and compare the relative performance
of various sensor networks. Then, on the basis of the trade-offs between
these criteria, the QF metric has been proposed for characterizing the
efficiency of each design, which can help the designers to choose an
optimal design based on the QF values obtained. Moreover, a novel
structure of the RO-based temperature sensor has been proposed in
this work that occupies 37.5% fewer resources compared to the most
compact design and provides 2.72 times more sensitivity than the best
sensitive sensor design. Based on the results from the experiments,

regardless of the RO configuration, the efficiency of the sensor network
comprising of the RNS ring counter is an average 3.49 times better
than the binary counter. Furthermore, in this work, different designs of
the sensor in the network for variant RO lengths and also counter
widths have been studied and explored in order to find the best design
among others. Based on the results obtained experimentally, the sensor
network composed of the proposed sensor, i.e. CFGLUT5 & LD and
RNS ring counter, has the best efficiency among other alternative
designs.

In the future work, we intend to implement various sensor networks
on new FPGA devices and analyze results in order to study the
influences of the state-of-the-art technologies on the efficiency of the
RO-based temperature sensor networks.
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