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Abstract

Database management systems providing powerfull data
management services have been developed in the recent
decades to a great extent. All these systems are based on
its own single data model, whereas the demand for man-
aging multiple data sources with different data models is
rapidly expanding. Therefore the need for intelligent man-
agement systems providing access to those heterogeneous
and often distributed data sources and allowing to search
and query them as a single information source, has never
been greater. This reseach challenge is faced by the vision
of Dataspaces. So far, no effort was devoted to realization
of Dataspace concepts on the Grid. In this paper, we pro-
pose the architecture of a Dataspace Management System
and discuss how some current components of the Grid tech-
nology can support the future implementations of such an
architecture.

1 Introduction and Motivation

The term Dataspace is differently considered by different
research communities. In the data mining and knowledge
discovery community, a Dataspace is described as an infras-
tructure for remote data analysis and distributed data min-
ing, where a Dataspace is an example of a data web - that is,
a web-based infrastructure for working with data [15]. The
utility of such a Dataspace is to reduce the time required
to accomplish the data extraction, cleaning, and transform-
ing step as well as the exploratory data analysis step of a
data mining task. In the paper, Grossman and Mazucco de-
scribe a special data transport protocol for accessing data
stored physically as files in distributed Dataspace servers
on a data web. The data within their Dataspace is a dis-

tributed collection of columns. Another usage of the term
Dataspace is given by Imielinski and Goel in [20], where a
Dataspace is defined as a three dimensional physical space
enhanced with connectivity to the network. Here, a Datas-
pace is populated by classes of mobile objects producing
and storing their own data. These physical objects can be
queried and monitored on the basis of their properties. Spa-
tial coordinates are the basic points of reference to navi-
gate and query the Dataspace. The idea is to provide digi-
tal information embedded in physical space for wide range
applications such as efficient transportation, environmental
protection, and rapid emergency response.

In December 2005, Halevy et al. [14] introduced a new
abstraction for information management by describing a
platform supporting Dataspaces, where a Dataspace con-
tains a set of participants and a set of relationships. A par-
ticipant can be any data element. The idea is to raise the
abstraction level at which data is managed in order to pro-
vide a system managing different data sources, each with
its own data model. The concepts are presented in a vision-
ary way, however, their implementation in real application
environments opens new research challenges.

In this paper, we deal with the architecture and function-
ality of a Dataspace Management System, which we under-
stand as a set of software programs that controls the organi-
zation, storage and retrieval of data in a Dataspace. It also
handles the security and integrity of the Dataspace.

The paper is organized as follows. Section 2 provides an
analysis of requirements, the fulfillment of which can bring
Dataspaces to real-world applications. Section 3 deals with
the realization of a Dataspace Management System. In Sub-
section 3.1, we propose its architecture. Subsection 3.2 dis-
cusses the idea of Sub-Dataspaces and Subsection 3.3 out-
lines several dataspace management workflows. An appli-
cation scenario is given in Section 4. Finally, in Subsection
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3.4, we show how existing Grid tools can support the imple-
mentation of Dataspace Management Systems. In Section 5
we provide a brief conclusion and outline our future plans.

2 Requirements

We discuss the requirements of applications on a Datas-
pace by the means of the Dataspace Environmet compo-
nents depicted in Figure 1.
Information Retrieval - Querying and searching are two
different information retrieval methods and represent one
of the main services supported by a Dataspace Manage-
ment System. In general querying and searching methods
should be supported by all Dataspace participants indepen-
dent of their data models as if applied to a single data base.
A well known and simple search process is the keyword
search. Most users are familiar with this search method as
it is the main instrument for retrieving information from the
world wide web. The support of such a search method on
all participants in a Dataspace regardless which data model
it contains is a challenging research topic. The develop-
ment of keyword based search methods for relational and
XML databases is faced by the data engineering commu-
nity [1, 16, 19]. Supporting a global query functionality
allowing to formulate queries on top of all participants in
a Dataspace, needs intelligent methods for interpreting and
translating queries into various languages. Query transla-
tion methods present a main research challenge, faced by a
large body of research communities [9, 22].

Figure 1. The Dataspace Environment

Information Extraction - Most frequently used data con-
tainers are relational databases, object-oriented systems,
XML databases, and files. However, the world wide
web has become a huge data container and thus a store-
house of knowledge. In order to allow postprocessing
of data obtained from the web, web information extrac-
tion techniques, extracting relevant information from semi-

structured web pages should be supported. Extracted con-
tents have to be transformed into structural information and
saved locally for further processing. Non-structured web
documents need to be classified first using text mining tech-
niques, which map the parsed documents into groups orga-
nized with the help of ontologies [18]. Based on those on-
tologies a keyword search is possible to retrieve such doc-
uments. The third and last kind of documents that can be
found on the web are structured documents, which allow
easier access and integration due to the rich semantically
information included in the data representation.
Data Management Extension - The Data Management Ex-
tension component offers features for enhancing low level
Dataspace components. A Dataspace component for exam-
ple could be a simple fileserver or set of web documents.
As these types of data elements have no or only limited data
management functions it is a task of the Dataspace Manage-
ment System to provide additional data management fea-
tures such as backup, recovery, and replication.
Catalog - It contains a detailed descriptions of all partici-
pants included into the Dataspace. Besides the basic infor-
mation about the participant, such as owner, creation date,
etc., the description should also include semantic informa-
tion about the data of the participant. The user should be
able to browse the Catalog to get more information about
specific data sources. The Catalog can refer to a metadata
repository in order to separate basic information from more
detailed data descriptions.
Manager - In order to support the above mentioned fea-
tures, the system needs to be managed by a central compo-
nent interacting with the user. Besides user authentication,
right assignment, and other services, the Manager is respon-
sible for communication with the participants thus serving
as an interface between the users and the participants of the
Dataspace.
Local Store and Index - This component manages the
cache containing search and query results so that certain
queries can be answered without accessing the actual data
source and supports the creation of queryable association
between participants.
Replication Storage - It allows to replicate the participant
data in order to incease access performance, thus high avail-
ability and recovery is supported.
Application Repository - Here, the users can share data
analysis tools, domain specific models, evaluations, etc.
that can be applied to the data available in the Dataspace.

3 Dataspace Management System

3.1 Architecture

In general, a Dataspace consists of Dataspace compo-
nents, the so called participants and relations between these
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components. Dataspace components are individual data-
sources, such as relational databases, text databases, XML
databases, data stream systems, web services, or any other
data repositories.

A Dataspace component contains a description describ-
ing what kind of data it contains, which format is used for
storage and which querying mechanisms are allowed. It
contains information about data location (where the data is
stored) and if the data is replicated somewhere as well as
about relations to other participants. The information and
data configured corresponding to the participant is marked
whether it is retrieved from the underlying component man-
agement system, added by the user or automatically gen-
erated by the system. Such information is important for
reporting functions and could be usefull for possible later
system optimizations.

Each participant is described in the above discussed
manner and registered within the Catalog of the Dataspace
Management System, thus they are available as data sources
for a higher abstraction layer providing global queries and
search features. This higher abstraction layer is covered
by the Dataspace Management System. It assists the user
to add new Dataspace components, to create relations with
other participants, to register participants within the Cat-
alog, to browse the Catalog for available participants, to
share all or only selected participants within a community
including assignment of access rights, and to search and
query all or only selected participants of a Dataspace.

As each participant within a Dataspace has its own man-
agement system and thus is responsible for its data man-
agement such as data update, recovery, and replica respec-
tively, it is not the duty of the Dataspace Management Sys-
tem to change the data represented by the participants. In
other words the system has no administration rights for writ-
ing or changing content of data of Dataspace participants.
But the Dataspace Management System offers the possi-
bility to add probably missing data management features,
such as data replication, transformation, download, upload,
etc. Figure 2 shows the system architecture of the Datas-
pace Management System with three participants having
different data models: a relational database, a XML repos-
itory, and a file repository. The UK core e-Science pro-
gram’s Open Grid Services Architecture - Database Access
and Integration (OGSA-DAI) project [24] developed wrap-
pers for relational and XML repositories and since recently
also for files so that they offer Grid-enabled services con-
forming to the OGSA framework. OGSA-DAI is used to
access those different data containers. More information
about OGSA-DAI is provided in Section 3.4. Each of these
participants are registered within the Catalog of the sys-
tem. The Catalog stores basic information such as identifier,
type, owner, creation date and so forth, of all participants
and the relationships within the Dataspace. Furthermore it

Figure 2. The System Architecture

contains information about supported query languages and
data structures. It acts like a central information compo-
nent that can be browsed by the user to retrieve information
about a data source. Metadata corresponding the partici-
pants will be saved within the Metadata Repository in order
to separate basic information from more detailed data de-
scriptions. GridFTP [2], a high-performance, secure data
transfer protocol will be supported by all internal data con-
tainers, namely the Metadata Repository, the Replication
Storage, and the Local Storage and Index thus allowing the
user to transfer data between these components and local
machines whereas OGSA-DAI is used to access these data
containers within the Dataspace Management System. De-
tails on GridFTP are discussed in Section 3.4.

As on-line databases, such as those offered by the
NCBI (National Center for Biotechnology Information) 1

1Established in 1988 as a national resource for molecular biology in-
formation, NCBI creates public databases, conducts research in compu-
tational biology, develops software tools for analyzing genome data, and
disseminates biomedical information - all for the better understanding of
molecular processes affecting human health and disease.
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and many other scientific databases increases in quantity
and also in usage by scientists, it is of strong interest to pro-
vide access to such data sources within a Dataspace. This
can be promoted by access to the background information
hidden in the web. This requires the extraction of relevant
data from structured and semi-structured query result web
documents, which is faced by the web information extrac-
tion research [6, 11, 23]. The extracted information will be
saved and indexed locally. Storing and indexing relevant
data locally improves the access to specific data sources
and enables that common queries can be answered with-
out accessing the actual data source. Moreover it supports
high availability and recovery of the data within the Datas-
pace components. The Manager generates relationships be-
tween the components and helps the user to refine these re-
lationships. When a Dataspace component is created, the
Manager registers it within the Catalog. User authentica-
tion and assignment of access rights are also handled by the
Manager. The Query Processor faces the problem of global
query on multiple databases at multiple sites. A Query In-
terpreter translates the queries into languages supported by
the participants. Figure 3 illustrates a simple usage sce-
nario, where the data within participants of the Dataspace
are used as input source data for an application within the
Application Repository.

3.2 Managing Sub-Dataspaces

The idea is to create a new Dataspace i as a subset of
Dataspace j, where i, the Sub-Dataspace consits of a sub-
set of participants and a subset of relationships of the ori-
gin Dataspace j. This functionality is needed in connection
with access rights and security management - a Dataspace
administrator can define user groups with different data ac-
cess rights. At the top level, users can see all participants
within the Dataspace, while other user groups with lower
level access rights see only some participants involved in
the targetted Sub-Dataspace.

3.3 Dataspace Management Workflows

In this Section most relevant workflows for managing
Dataspaces are described. First of all, a Dataspace is de-
fined and labeled. The next step is to add participants, by
registering the new data sources. Therefore the user enters
a reference to the participant. Then data descriptions can
optionally be entered, either by hand or by entering a refer-
ence to a description file if available. Containing these in-
formation the participant will be registered within the Cata-
log and the Metadata Repository. All these steps, including
the definition of relationships between two or more partic-
ipants can be integrated into the processing step “Add Par-
ticipant” within a workflow. Search and Query, Information

Figure 3. A Usage Scenario

Extraction and Data Replication are other possible work-
flow components that can be defined within a Dataspace
Management Workflow. Depending on domain specific ap-
plications, more particular workflows can be defined.

3.4 Grid Technology Support for Datas-
paces

Grid computing has been identified as an important new
technology by a remarkable thread of scientific and engi-
neering fields as well as by many commercial and industrial
enterprises [7]. Its goal is to share and manage geographi-
cally distributed computer resources and data across enter-
prises, industry or workgroups independently of the operat-
ing characteristics of their computer systems. It can be used
to temporarily increase computational power and storage
needs on demand. So far, essentially all major Grid projects
have been built on protocols and services of the Globus
Toolkit [13], which is an open source software toolkit used
for building Grids, developed by the Globus Alliance [3].

Many advanced Grid applications are data intensive, that
is, significant processing is done on very large amounts of
heterogeneous and geographically distributed data. There-
fore, the management of data within Grids is a challenging
research and development problem. Almost all Grid based
applications are file-based, and until recently, there has been
relatively little effort applied to integrating databases into
the Grid [24]. In the following existing Grid tools concern-
ing data management on the Grid are described. Further,
the ways how these tools can support the management of
Dataspaces is discussed.
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GridFTP [2] is a high-performance, secure protocol
supporting parallel, striped, partial and reliable data trans-
fer, based upon the standard FTP protocol; so it can interop-
erate with conventional FTP clients and servers. It provides
third-party control of transfers between storage servers and
uses basic Grid security on both control (command) and
data channels. The current GridFTP protocol specifica-
tion is now a “proposed recommendation” document in the
Global Grid Forum2 and therefore the main candidate for a
standard data transfer protocol on the grid. Once a standard
is defined, existing storage and database systems will have
to adopt support for it, as it will be advantageous for both
users and providers. GridFTP could be used for download-
ing data for further processing on local machines. Users
may need to use local tools, such as statistical and report-
ing tools, and domain specific applications for their research
field. As scientists often deal with data and compute in-
tensive applications, the data within a Dataspace could be
transferred to a compute grid using GridFTP. Another sce-
nario is to upload data into the Dataspace using GridFTP al-
lowing users to share the data source which was created or
modified. In this use case, the user creates a new participant,
which stores and manages the data within the storage com-
ponent of the Dataspace Management System. He defines
the storage capacity and sets its properties, such as owner,
access rights, etc. and uploads the data using GridFTP. As
mentioned already, GridFTP will be supported by all inter-
nal data containers thus allowing the user to transfer data
between these components and local machines.

Replica Management [2], a component within the
Globus Toolkit [13] responsible for managing the replica-
tion of complete partial copies of datasets, defined as collec-
tions of files. The service allows users to create new copies
of a complete or partial collection of files, to register these
new copies in a replica catalog, and to query the catalog
to find all existing copies of a particular file or collection
of files. The data model assumed by the Replica Manage-
ment architecture is based on files. A replica is a subset of a
collection of files that is stored on a particular physical stor-
age system. Combined with GridFTP, Replica Management
can be used for the replication service within the Dataspace
Management System. As already mentioned above the sys-
tem can support participants with low data management fea-
tures by providing additional functions, for example data
replication.

The Metadata Catalog Service (MCS) [26], developed
by the Globus Alliance provides a mechanism for stor-
ing and accessing descriptive metadata and allows users to
query for data items based on desired attributes. MCS is
implemented as a stand-alone metadata catalog service with

2The Global Grid Forum (GGF) is the community of users, developers,
and vendors leading the global standardization effort for grid computing.

an OGSA3 service interface, which associates application-
specific descriptions with data files, tables, or objects.
These descriptions, which are encoded in structured ways
defined by “schema” or community standards, make it eas-
ier for users and applications to locate data relevant to spe-
cific problems. MCS is integrated with OGSA-DAI, which
provides metadata storage and basic Grid authentication
mechanisms. When MCS is used with OGSA-DAI, Grid
authentication is used to authorize accesses and manipu-
lation of the metadata. MCS can be used in conjunction
with the Resource Location Service (RLS) [10] component,
which maps logical filenames to associated physical file-
names in the underlying storage systems.

Storage Resource Broker (SRB) [25] is a middleware
aiming to provide a unified view of the data files stored in
different storage systems and locations by organizing the
data into virtual collections independent of their physical
location and organization. These collections own and man-
age all of the information required for describing the data
independent of the underlying storage system, thus a trans-
parent data access and transfer are granted. Therefore SRB
is a potential candidate for handling the data of participants,
which are dealing with files. But if there is a need to deal
with multiple and different data containers within a datas-
pace, the SRB middleware alone is insufficient.

The variety of different data containers and correspond-
ing data models available, makes it pretty complicated to
support unique access to these different data sources. Fol-
lowing there are many incompatible data access protocols
and client libraries leading to the need of multiple access
methods for accessing the data within participants of a
Dataspace. OGSA-DAI [24, 21] is a project to provide a
component library for accessing and manipulating data in a
Grid for use by the Grid community as it is integrated into
the Globus Toolkit 4.0.1. OGSA-DAI can be seen as the
standard for data access on the Grid thus it is used within the
Dataspace Management System to access the data within a
participant. Right now, Grid Database Services (GDSs) pro-
vided by the OGSA-DAI project support access to relational
and XML data bases and since recently also to files.

Although its is not mentioned in [5] that OGSA-DAI will
be extended for other common database and storage sys-
tems in the near future, we can be sure that the Grid com-
munity will continue to produce components for working
with and managing data on the Grid, as the demand for Grid
based data storage and management systems has never been
greater.

OGSA-DQP [4], OGSA-Distributed Query Processor is
a collection of OGSA compatible services supporting the
compilation and evaluation of queries that combine data ob-
tained from multiple data sources on the Grid, including
the GDSs provided by the OGSA-DAI project. It handles

3http://www.globus.org/ogsa/
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the construction and execution of distributed query plans
in a declarative language and can be used in any Grid ap-
plication that aims to integrate and analyze structured data
collections. Within the Dataspace Management System,
OGSA-DQP will be used to perform queries on all or only
selected participants that can be accessed via the OGSA-
GDSs. For dealing with data elements, which are not sup-
ported by OGSA, wrappers are needed to interact with the
OGSA-DQP services.

The set of other possible candidates includes the Grid-
based systems like GridDB [12], DataCutter [8], Mobius
[17], etc.

4 Application Scenario

The following application scenario gives an overview on
how the Dataspace Management System could be used for
ecological data analysis.

The ecological research community is recently trying to
integrate several ecological data collected and managed by
27 organizations spread across Europe. The goal is to share
data on biodiversity, ecology and socio-economy in order
to extend their understandings and co-operations [27]. Ev-
ery owner of ecological data has his own data container
with its own structure, semantic and metadata description.
Most of the data containers are relational databases while
some are object-oriented systems or XML databases. Some
data are in EXCEL spreadsheets or in information systems
like statistics packages or geographic information systems.
The data sources include data from different interest do-
mains; each is represented as a participant within the Eco-
Dataspace. The participants can be dynamically included
into the Dataspace or withdrawn from it (e.g. for privacy
or security reasons). Within the global Dataspace, partici-
pants will be dynamically integrated into different problem-
oriented virtual sub-Dataspaces performing different data
exploration processes, for example: geostatistics, flow anal-
ysis, building prediction models. Detailed descriptions on
all participants and also available sub-Dataspaces (which
are in fact sets of participants and the relationships among
them) can be browsed via the Catalog.

Within the Application Repository the eco-community
will share domain specific applications, as there are many
specialized models and evaluations distributed among mul-
tiple institutions and thus not easily accessible. Such appli-
cations are often expensive and difficult to develop and to
install, as well as being quite resource consuming. Results
of these specialized models and evaluation methods will be
dynamically integrated into the Dataspace with a result-of
relationship to the participants representing their input data.
The relation itself keeps information about the model used
to get the corresponding result set. Such a relationship en-
ables the system to apply intelligent queries such as “How

this participant is created and based on which model?” A
special participant will be the location participant, which
holds located-in relationships to other participants in order
to provide a geographic search functionality. So the system
will be able to answer queries like “Give me all terrestrial
data for Lower Austria!”.

Another relation that will be used within the Eco-
Dataspace is the related-to relation, which describes that
the participants connected by the relation represent the same
data but collected at different times. Models will be applied
on both, the participants containing the actual data and the
ones containing the old data. The results will then be com-
pared together in order to achieve a good view on ecological
effects in the corresponding area.

5 Conclusions and Future Work

The vision of Dataspaces is a new research topic to be
faced by the data management community. This paper re-
sponses to this challenging task by proposing the architec-
ture and functionality of a management infrastructure for
Dataspaces. We assume that Dataspaces will play a very im-
portant role in virtualization of Grid data resources. There-
fore, we also analyze a possible Grid support, which can
be considered in our plans to implement a first prototype
of the proposed architecture on the Grid. We also plan to
investigate how our data mining infrastructure GridMiner
(www.gridminer.org) could efficiently operate on Datas-
paces.
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