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methods, the proposed specification languages for ASMs still lack easy-to-comprehend abstractions to express

structural and behavioral aspects of specifications. Our goal is to investigate object-oriented abstractions such as

interfaces and traits for ASM-based specification languages. We report on a controlled experiment with 98 participants

to study the specification efficiency and effectiveness in which participants needed to comprehend an informal

specification as problem (stimulus) in form of a textual description and express a corresponding solution in form

of a textual ASM specification using either interface or trait syntax extensions. The study was carried out with a

completely randomized design and one alternative (interface or trait) per experimental group. The results indicate

that specification effectiveness of the traits experiment group shows a better performance compared to the interfaces

experiment group, but specification efficiency shows no statistically significant differences. To the best of our knowledge,

this is the first empirical study studying the specification effectiveness and efficiency of object-oriented abstractions in

the context of formal methods.
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1 INTRODUCTION

In 1993, Gurevich [24] described the Abstract State Machine (ASM) theory, which is a well-known state-based

formal method consisting of transition rules and algebraic functions. It has been used extensively by scientists

for a broad research field ranging from software, hardware and system engineering perspectives to specify,
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2 Paulweber et al.

analyze, verify, validate, and construct systems in a formal way [60]. ASMs are used to formally describe

the evolution of function states in a step-by-step manner1 and are used to specify sequential, parallel,

concurrent, reflective, and even quantum algorithms. Based on the ASM theory by Gurevich [24], several

theory improvements and ASM-based language implementations were developed, which were summarized by

Börger and Stärk [8] and Börger and Raschke [7]. The diversity of ASM-based applications ranges from

formal specification of semantics of programming languages, such as those for Java by Stärk et al. [72]

or Very High Speed Integrated Circuit Hardware Description Language (VHDL) by Sasaki [63], compiler

back-end verification by Lezuo [41], software run-time verification by Barnett and Schulte [3], software and

hardware architecture modeling e.g. of Universal Plug and Play (UPnP) by Glässer and Veanes [22], to even

Reduced Instruction Set Computing (RISC) designs by Huggins and Campenhout [31].

Nowadays, there are several ASM language syntax definitions and tool implementations available like

AsmetaL [20], AsmL [26], Corinthian Abstract State Machine (CASM) [42], and CoreASM [19]. AsmetaL and

CoreASM offer a rich tool set to analyze and model ASM specifications and provide a Java-based interpreter

to execute and simulate the ASM models. AsmL and CASM are compiler oriented language implementations

and offer code generation support of modeled ASM specifications. AsmL is based on the .NET framework

whereas CASM provides C/C++ code generation and a high performance interpreter as well. Besides the

mentioned ASM languages and tools there exists AsmGofer [65] and eXtensible ASM (XASM) [2], but those

projects are discontinued.

In addition, many other state-based formal methods besides ASMs exist with their own languages and

associated tools e.g. Alloy [32], DEVS [12], EFSM [10], Event-B [1], STATEMATE [28], Temporal Logic of

Actions (TLA) [39], Vienna Development Method (VDM) [5], and Z [57].

1.1 Problem Statement

For various ASM languages and tools, as well as in most other state-based formal methods, the proposed

modeling languages lack easy-to-comprehend abstractions for describing structural and behavioral aspects

of specifications in a reusable and maintainable manner. Most of today’s specification languages have

implemented basic object-oriented abstractions such as classes and inheritance. As there are known problems

in such abstractions, leading to complexity, ambiguity, and low comprehensibility, such as the diamond

inheritance problem of multiple inheritance [46], it would make sense to study more advanced abstractions as

well. Today, many modern language implementations restrict class-based language constructs to allow only

single inheritance models and add additional abstractions such as interfaces [9] or traits [64] to the language.

A prominent example for ASMs is the modeling language AsmL [26] which uses the class abstraction along

with a single inheritance model to encapsulate the state and behavior. A similar approach can be observed

in the state-based formal methods community. Object-Z [69] or Z++ [40] provide class-based language

constructs with inheritance and polymorphism concepts.

But it is unclear if insights from modern object-oriented programming languages can be transferred to

state-based formal specification languages, as those two kinds of languages are substantially different. For

example, a specification language should be rigorous, simple, and self-explanatory, which is not the case for

1The ASM theory was formerly called Evolving Algebra.
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many modern programming languages. Therefore, we aim at empirically investigating how a language user

performs by only using one object-oriented abstraction, namely interfaces or traits.

There is a debate in the object-oriented community2, which of the abstractions, interfaces or traits, is

best suited to express behavioral aspects, and many implementations combine different language constructs.

A notable example would be the programming language Scala [49], which offers a trait syntax that is similar

to the Java [58] interface syntax and offers a class-based implementation and extension syntax. Another

example of mixed language constructs, namely interfaces and traits, can be found in the programming

language Rust [47], where the language user has to express interface definitions through traits. Empirical

research on language constructs in ASM languages and similar state-based formal methods can provide

some decision guidance to language designers and compiler engineers on choosing language constructs

in specification language designs and implementations. So far such empirical research is rare. Höfer and

Tichy [29] analyzed 133 reviewed articles of the Journal of Empirical Software Engineering in the timescale

from 1996 to 2006. They have discovered that controlled experiments about formal methods in general

are underrepresented and that “studies about programming languages and programming paradigms are

conspicuously absent”. They further concluded more experiments in this direction would encourage more

discussions on the comprehensability of programming languages and formal methods, and eventually improve

the language engineering process.

Due to the fact that so far studies about state-based formal methods and the comprehensibility of

object-oriented abstractions and language constructs in their context are missing (see Section 2.5), our study

also aims to make a contribution to improve the state of empirical knowledge about formal specification

languages. Prior to this work, we already have conducted another study [55] and investigated the effects on

how language users (experiment participants) understand structural and behavioral aspects of a state-based

formal method language (ASM) by reading a given ASM specification as stimuli and answering questions

about the properties of given specifications. The provided ASM specifications were represented in three

different language constructs – interfaces, mixins, and traits.

1.2 Research Objectives, Hypotheses, and Results

In this empirical study we investigate which of the object-oriented abstraction syntax extensions

– interfaces or traits – is easier to use by a participant while comprehending an informal

textual description and modeling a corresponding specification with a certain textual language

representation in the context of state-based formal methods.

State-based formal methods and their modeling languages are usually based on core concepts that are

significantly different from classes and objects. Reusable and maintainable specifications would be highly

useful in these methods and languages, too, and are largely missing in today’s methods and languages. In

our study, we use ASMs as a representative of state-based formal methods, and the modeling language

CASM [42] [43] [56] [52] as a representative for ASM-based languages and tools. As our study is focused on

the general notion of adding object-oriented language constructs to these languages and tools, we believe

most of our results can have an impact on other ASM languages. In this study the term specification

effectiveness corresponds to how well (reading, understanding, and writing) and the term specification

2See, e.g. https://stackoverflow.com/questions/9205083.
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efficiency corresponds to how fast (duration time of processing) a participant comprehends a given stimuli

and specifies an example ASM specification using one of the two object-oriented abstractions. We define the

experiment goal using the Goal Question Metric (GQM) template [74] as follows: Analyze the Interfaces

and Traits object-oriented abstractions (language constructs) for the purpose of their evaluation with

respect to their specification effectiveness and efficiency from the viewpoint of the novice software

developer or designer in the context (environment) of a moderately advanced university software

engineering course. Our hypotheses are influenced by the debate in the object-oriented communities which

seems to favor traits over interfaces. We hypothesized that specification effectiveness measured by the

dependent variable correctness shows a significantly better performance for traits compared to interfaces

as well as that specification efficiency measured by the dependent variable duration shows a significantly

better performance for traits compared to interfaces. This hypothesis was influenced by the debate in the

object-oriented community, which often discusses traits more favorably than interfaces3 or points out that

“Traits are Interfaces”4 with code-level reuse functionality. However, it is not obvious whether or not such

opinions yield a statistically significant difference, and whether or not they can be mapped to the domain of

state-based formal languages. In addition, interfaces are probably the best known abstraction to developers

today, and like most ordinary developers our participants are trained in programming languages offering the

language construct interfaces in Java or how to model interfaces through a C++ abstract class.

For those reasons, it was interesting to perform the empirical study presented in this paper. The obtained

results in this study indeed indicate that the language construct traits show far better understanding

compared to interfaces.

1.3 Structure of this Article

In Section 2, we describe object-oriented abstractions, ASMs, the used ASM-based language representations

used in this study, and present related studies. Section 3 elaborates the planning of this study. In Section 4,

we describe the execution of the experiment, while the results are presented in Section 5 and discussed in

Section 6. We conclude the article in Section 7.

2 BACKGROUND

This section discusses some properties regarding object-oriented abstractions, ASMs, and ASM-based lan-

guage constructs that are of interest in this study. Readers already familiar with object-oriented abstractions,

ASMs, and the discussed language abstractions and their corresponding representations may consider to

skip some parts of this section.

2.1 Object-Oriented Abstractions

Interfaces define a protocol of (typed) operations (signatures) to which an implementer of a certain interface

(type) must conform [9]. An interface defines a type signature. No behavioral or state information can be

defined through interfaces. Each implementer of the interface has to provide an implementation of the

complete interface. Traits are similar to interfaces with the difference that they can define stateless behavior

which depends only on the trait itself [64]. Therefore, each implementer can reuse and rely on existing

3See, e.g. https://stackoverflow.com/questions/9205083.
4See, e.g. https://blog.rust-lang.org/2015/05/11/traits.html.
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Interfaces

Interface1 Interface2

Protocol1 Protocol2

Implementer1 Implementer2

Structure1 Structure2

Behavior1 Behavior1

Behavior2

Traits

Trait1 Trait2

Behavior1 Protocol2

Implementer1 Implementer2

Structure1 Structure2

Behavior2

Fig. 1. Overview of Language Construct Properties

behavioral implementations which is not possible through Interfaces. Figure 1 depicts both object-oriented

abstractions and exemplifies the language construct properties. On the left side, an Interface example

with two interfaces is shown. Interface1 gets implemented by Implementer1 and Implementer2, whereas

Interface2 is only implemented by Implementer2. The same scenario is expressed through the object-oriented

abstraction Traits on the right side of the figure. As traits can define not only a protocol, the Trait1 directly

defines Behavior1 in the trait itself. Thus Behavior1 can be reused by both implementers.

2.2 Abstract State Machines

ASMs are used to express calculations in an abstract manner for many different application fields. According

to Gurevich and Tillmann [27], the ASM thesis states that if there is a computer system 𝐴, it can be

simulated in a step-by-step manner by a behaviorally equivalent ASM 𝐵. The resulting ASM theory and

formal method consist of three core concepts: (1) an ASM specification language, which looks similar to

pseudo code to express rule-based computations over algebraic functions with arbitrary data structures

and type domains; (2) a ground model serving as a rigorous form of blueprint and reference model; and

(3) incremental refinement of the reference model by instantiating more and more concrete models which

uphold the properties of the reference model [8].

ASMs has two fields of works – modeling and refinement. In order to model an application or system

through an ASM specification, an ASM language user has to understand the three most important modeling

concepts [7] of ASMs:

States are the notion in ASMs to define the objects and attributes of an application or system through

relations and function types. Therefore, all state information in an ASM specification is expressed

through a function definition (see Section 2.3).

Transactions describe under which conditions the modeled states evolve (value change). The evolving

is expressed through transaction rules. ASMs define several kinds of rules (conditional, iterative

etc.) but the most important one is the update rule. An update rule in ASMs defines which state

(function location) shall be updated with a new value. More than one update during a transaction is

collected in a so called update-set. Since ASM rules allow interleaved parallel and sequential execution

semantics [25], a correct ASM specification does not allow the update (insertion to the update-set) of
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1 function counter : -> Integer // variable

2

3 function personsAge : String -> Integer // hash -map

Listing 1. Function Definition Example

1 derived nextCounter -> Integer = counter + 1

2

3 derived isFullAged( name : String ) -> Boolean =

4 (personsAge( name ) >= 18)

Listing 2. Derived Definition Example

1 // named rule

2 rule incrementOrResetCounter =

3 {

4 // conditional rule (if -then part)

5 if nextCounter != 10 then

6 // update rule

7 counter := nextCounter

8 // conditional rule (else part)

9 else

10 // update rule

11 counter := 0

12 }

Listing 3. Named Rule Definition Example

the same function location twice or more with a different value, which is referred in the literature as

an inconsistent update [7]. A language user can model transactions though named rule definitions (see

Section 2.3).

Agents are the actors of an ASM specification. There can be one (single) agent or multiple agents.

Every agent triggers its top-level rule and applies the collected updates after the rule termination to

the states. This is called an ASM step. Multiple ASM steps of one or multiple agents form the notion

of an ASM run, which ends depending on the termination condition modeled in the ASM specification.

Refinement of a modeled ASM specification can be achieved by one of the three kinds – data, horizontal,

or vertical refinement. A data refinement replaces abstract operations with refined operations which have a

one-to-one mapping (e.g., change or make a type more concrete). A horizontal refinement makes upgrades

to functionalities or changes the environmental settings. A vertical refinement adds more details about the

application or system (e.g., adding another requirement, more states etc.).

A more detailed description and elaboration of the ASM modeling and refinement concepts is given by

Börger and Raschke [7].

2.3 ASM Language Representation

In this study, we use the basic syntax elements from the CASM language5 [52]. The CASM language

elements used can be found in a similar fashion in other ASM languages; hence, we believe it is likely that

our results can be applied to other ASM languages. CASM is a statically typed ASM-based specification

language. Every specification is composed of definition elements. Relevant to this study are the following

three definitions – Function, Derived, and Rule definitions.

Function Definition. A function definition specifies an n-dimensional state (argument types) which maps

to a certain function type (return type). E.g. variables in a programming language are modeled as nullary

functions in ASMs, or hash-maps can be expressed as unary functions in ASMs. Listing 1 illustrates the

concrete syntax and some examples.

Derived Definition. A derived definition specifies functions which state values can only be derived from other

functions or deriveds without modifying the ASM state. Therefore, derived functions are side-effect free.

Listing 2 illustrates the concrete syntax and some examples which use state information from Listing 1.

5See https://casm-lang.org/syntax for CASM language description.
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Rule Definition. A rule definition specifies a named rule (language user defined rule) which describes the

actual computation and transaction of the ASM state evolving expressed through basic ASM rules namely:

(1) update rule to produce a new value for a given state function (location); (2) block rule to express bounded

parallelism of multiple rules; (3) sequential rule to express sequential execution semantics of multiple rules;

(4) conditional rule to specify branching (if-then-else); (5) forall rule to express parallel computations;

(6) choose rule to specify nondeterministic choice; (7) iterate rule to express iterations; and (8) call rule to

invoke named rules (sub-rule call). A more detailed explanation of all ASM rules is given by Börger and

Raschke [7]. Listing 3 illustrates the concrete syntax and an example which depends on some definitions

from Listing 1 and Listing 2.

2.4 Experiment Language Construct Representations

Besides a class concept used in AsmL [26], no other object-oriented language construct has been introduced

in the ASM language and tool landscape. To enable moving the state-of-the-art in advanced object-oriented

abstractions for such formal languages forward, this study tests two language construct representations,

namely interfaces and traits, to search for a suitable object-oriented abstraction to structure state and

behavioral aspects for such languages in general and specifically for CASM. In order to do so, we introduced

three new definitions for this study into the existing CASM syntax – Feature, Structure, and Implement

definitions.

Feature Definition. A feature definition specifies a new type (functionality) together with a set of operations

(derived and rule declarations) which form a protocol.

Structure Definition. A structure definition specifies a composition of (function) states which can be extended

with one or multiple features (functionalities).

Implement Definition. An implement definition specifies which feature gets implemented and used by which

structure. This definition element binds default or extended functionalities (behaviors) to a certain type

(structure).

Please note that we use these very general terms on purpose as they can be mapped to the two language

constructs under investigation. As a consequence, we can avoid bias from participants in the experiment

are who know keywords identifying the language construct through interface or trait which especially

applies for the keyword feature. The syntax of the two language constructs are designed in the style of

modern object-oriented programming languages.

Language Construct Interfaces (Experiment Group A). The feature syntax in the language construct Interfaces

only describes the protocol consisting of the set of operations [45] [9] a structure has to implement. Therefore,

it consists only of derived and/or rule declarations. In order to use a feature, the keyword implement has

to be used to extend the current structure. Listing 4 depicts an example specification with the Interface

language construct6. This syntax is primarily influenced by the Java programming language [58] interface

syntax.

6See form ifaces.pdf at [54].

Manuscript submitted to ACM



8 Paulweber et al.

1 feature Formatting = {

2 derived toString : -> String

3 }

4

5 structure Person implement Formatting = {

6 function name : -> String

7 function age : -> Integer

8

9

10

11 derived getName -> String = this.name

12 derived getAge -> Integer = this.age

13

14 rule setName( name : String

) = this.name := name

15 rule setAge( age : Integer ) = this.age := age

16

17

18

19 // encapusalted feature implementation

20 derived toString -> String =

21 this.getName () + ( this.getAge () as String )

22 }

Listing 4. Interfaces-Based Example Specification

1 feature Formatting = {

2 derived toString -> String

3 }

4

5 structure Person = {

6 function name : -> String

7 function age : -> Integer

8 }

9

10 implement Person = {

11 derived getName -> String = this.name

12 derived getAge -> Integer = this.age

13

14 rule setName( name : String

) = this.name := name

15 rule setAge( age : Integer ) = this.age := age

16 }

17

18 // decoupled feature implementation

19 implement Formatting for Person = {

20 derived toString -> String =

21 this.getName () + ( this.getAge () as String )

22 }

Listing 5. Traits-Based Example Specification

Language Construct Traits (Experiment Group B). The feature syntax in the language construct Traits is

equal to Interfaces except that it supports definition of optional default implementations inside the feature

definition itself. A structure only contains the state information. The behavior in the Traits abstraction

is implemented through two different kinds of separated implement definitions: (1) describes the behavior

of the structure; (2) describes the behavior of a certain feature for a structure. It is important to note

here that a default implementation provided in the feature syntax can be overwritten in the implement

definition. Listing 5 depicts an example specification with the Traits language construct7. This feature and

implement syntax is influenced by the Rust programming language [47] trait syntax8.

2.5 Related Studies

So far, interfaces and traits have mainly been studied in the context of programming languages and mainly

by proposing new solutions. A small number of empirical studies exists in this field which are mainly case

studies. For instance, Murphy-Hill et al. present a case study on the potential of traits to reduce code

duplication [48]. However, so far no study comparing the two language constructs interfaces and traits

covered in our study exists and also no controlled experiments.

Interface abstractions have been extensively studied in the context of formal methods [13] [17] [11] and

architecture description languages that offer formal representations [50] [21]. Traits in contrast have not

yet been studied in the context of formal methods. We are not aware of any formal method that unifies or

integrates the two object-oriented language constructs covered in our study.

Overall formal methods have been studied before in only a few empirical studies other than case studies.

An example of the few existing studies is the one by Sobel and Clarkson, who study the aiding effect of

first-order logic formalisms in software development [71]. Czepa and Zdun [16] and Czepa et al. [15] have

studied the understandability of formal methods for temporal property specification using similar research

methods as used in this study.

7See form traits.pdf at [54].
8See https://doc.rust-lang.org/rust-by-example/trait.html for Rust’s trait syntax description.

Manuscript submitted to ACM

https://doc.rust-lang.org/rust-by-example/trait.html


Specifying with Interface and Trait Abstractions in ASMs: A Controlled Experiment 9

Snook and Harrison [70] performed structured interviews with formal method users asking them about

scalability, understandability, and tool support issues. A very interesting aspect of this study is that

the participants report that “the precise and accurate nature of the specification makes the coding task

straightforward and the coder is less likely to build in redundant code.” [70]. Another interesting finding

in this study is that the “interviewees thought that the difficulties with using formal specifications were

in finding the useful abstractions from which to create models.” [70]. Snook and Harrison [70] argue that

the problem behind the interviewees statement is that programming languages mainly focus on structural

aspects first whereas formal methods focus on behavioral aspects.

We are not aware of any empirical study systematically investigating object-oriented language constructs

in the context of state-based formal methods. Only, in our own prior work we conducted a study [55] with

105 participants where we analyzed how well experiment participants understand given ASM specifications

which are represented in three different language constructs – interfaces, mixins, and traits. The results of

this experiment showed that the object-oriented abstractions interfaces and traits are better understandable

than mixins.

3 EXPERIMENT PLANNING

This study is structured following the guidelines by Jedlitschka et al. [33] on how empirical research shall be

conducted and reported in software engineering. Moreover, the guidelines by Kitchenham et al. [36], Wohlin

et al. [75], and Juristo and Moreno [34] for empirical research in software engineering were used in our study

design. For the statistical evaluation of the acquired data we considered and applied the robust statistical

method guidelines for empirical software engineering by Kitchenham et al. [35].

3.1 Goals

The goal of this experiment is to measure the construct specification effectiveness and efficiency

on how well and fast a participant understands a given problem provided as informal textual description

and expresses an ASM specification as textual representation using one of the two different language

constructs, namely Interfaces and Traits. The quality focus of the construct specification effectiveness and

efficiency is the correctness and duration of the participant’s modeled ASM specification solution.

3.2 Context and Design

This study reports on a controlled experiment with 98 participants in total to study the specification

effectiveness and efficiency of the language constructs interfaces and traits in the context of ASMs. We used a

completely randomized design with one alternative per experimental group, which is appropriate for the

stated goal. Through this, we tried to avoid learning effects of the participants and experimenter bias in the

assignment of the groups. The statistical evaluation technique is based on measuring how well a participant

understands a given problem by specifying an appropriate solution written as textual representation in an

ASM language.
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3.3 Participants

All 98 participants of the experiment are Bachelor of Science (BSc) students of the Faculty of Computer

Science at the University of Vienna, Austria enrolled in the course Software Engineering 2 (SE2)9 in

the winter term 2018/19. The BSc students enrolled in the SE2 course are used as proxies for novice to

moderately advanced software architects, designers, or developers. This course, which is a mandatory part

of the BSc curricula at the University of Vienna, is intended for students in the fourth semester of the

BSc curricula. The content of this course is about teaching principles of the construction and design of

software systems, investigating different methods and tools, design patterns, programming styles, and how to

tackle non-functional requirements. The participants (students) received training in programming, software

engineering, (data) modeling, basic formal methods, algorithms, and mathematics in previous courses.

At the beginning of the SE2 course, the students were informed that during the semester there will be

an opportunity to participate in an experiment. The attendance of the experiment was optional, and the

submitted solutions (filled out survey forms) were rewarded with up to 6 bonus points. There was the

option to receive the 6 bonus points by performing the tasks, but not participate in the experiment (opt out

option). How well (correctness, see Section 5.1) a participant answered the survey determined the bonus

points. In total, there were 98 participants, which were randomly allocated to the treatments (using one

of the two language construct representations in an ASM specification language, see Section 2). Due to

random assignment of the participants to groups – Interfaces (Group A) and Traits (Group B) – the final

distribution resulted in 49 : 49. Some may argue that students as experiment participants are not good

proxies for novice software engineers. The experiment participants are students of an advanced course (SE2)

at the University of Vienna, which trained the students in abstractions needed for the experiment task

domain, and were trained in basic formal methods in prior courses. Easy to understand formalisms are key

to correct specifications in practice. We expect advanced students to be good proxies for inexperienced

developers and architects.

In this study, we do not focus on well trained experts as they are usually also much better trained in

formalisms, because the goal of the study is not to focus on techniques that can only be applied by a few very

well trained experts. Furthermore, according to Kitchenham et al. [36] using students “is not a major issue

as long as you are interested in evaluating the use of a technique by novice or nonexpert software engineers.

Students are the next generation of software professionals and, so, are relatively close to the population

of interest”. This is directly reflected in this study because some of the students who participated in the

experiment show several years of programming experience as well as several years of work experience in the

software and/or hardware industry (see Figure 2d). Other studies by Svahnberg et al. [73] or Salman et al.

[62] would argue even further and state that under certain circumstances, students are valid representatives

for professionals in empirical software engineering experiments.

3.4 Material and Tasks

The experiment is based on a selection of basic software system applications. The selection includes a

Calculator System, an Event Scheduling/Pooling System, and a Traffic Control System as example applications

inspired by some examples provided by Börger and Raschke [7].

9See https://ufind.univie.ac.at/en/course.html?lv=051050&semester=2018W for SE2.
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The Calculator System example focuses on the aspect on the decomposition of states and behaviors of a

client-server application by defining and reusing a message-based interface or trait between them.

In the Event Scheduling/Pooling System example a participant shall express the use of abstract behavior

by using interface-based or trait-based parameters (behavioral typed parameters) to separate the event

scheduling from the event execution behavior.

The Traffic Control System example focuses expressing, mixing, and reusing multiple behaviors to form

and compose certain structural state properties. Therefore, the key aspect in this example application is to

detect which behavior can be expressed through a proper interface or trait and can be combined to achieve

certain structural state property.

The principles and concepts to comprehend the given example system applications are related to the

subjects taught in the SE2 course. This study consists of two major experiment material artifacts:

(1) Information Sheet An experiment information document10 explaining the ASM language syntax

and semantics without the experiments’ language construct syntax and semantics extensions.

(2) Survey Form Two experiment survey forms11 per experimental group and language construct

containing the actual survey along with the explicit experiments’ language construct syntax

and semantics extension and description per experimental group.

The two experiment survey forms are structured the same way consisting of four parts: (1) a participant

background information questionnaire; (2) the experimental group language construct syntax and semantics

extension description; (3) three experiment tasks (equal to all experiment groups); and (4) an overall

experiment questionnaire at the end. Each experiment task is divided into three sections:

(1) Informal Description of a selected software system application as an informal textual represen-

tation. The students (participants) were instructed to read and understand the given informally

described software system application before they start to process the next section of the experiment

task.

(2) Formal Specification is an open question field where the participants were instructed to write down

the corresponding ASM specification for the given informally described software system application

by using the experimental group assigned language construct syntax extension for the ASM language.

(3) Self Assessment is a questionnaire used to obtain a perspective of the participants’ self assessment

of how correct their answers are with a certain level of confidence.

Important is that all task sections are identical for both experiment groups, since only in the participants’

written solution a difference is visible due to the different assigned treatment (language construct) in the

modeled ASM specification.

3.5 Variables and Hypotheses

The independent variables (factors) for this controlled experiment have two treatments, namely the two

different representations of the language constructs Interfaces and Traits. The dependent variables of this

study are measured through:

10See info.pdf at [54].
11See form ifaces.pdf and form traits.pdf at [54].
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(1) Correctness The specification effectiveness (correctness) is derived from the participants’ modeled

ASM specification and examined through evaluation criteria by analyzing structural, behavioral,

reusable, functional, and syntax properties.

The precise description on how the correctness is computed is given in Section 5.1.

(2) Duration The specification efficiency (duration) is the time it took the participants to comprehend

the informal specification (stimuli) and model a corresponding ASM specification by using one of the

two object-oriented abstractions. Important to note here is that the measurement of the duration

variable only includes the processing time (reading, comprehending, and writing) and excludes breaks

(see Section 3.4).

We hypothesized that Traits are easier to comprehend than Interfaces due to the fact that Traits have

the ability to avoid code duplication and clearer separation of state and behavioral aspects by having almost

equal Application Programming Interface (API) declaration styles as Interfaces. Consequently, as suggested

by Wohlin et al. [75] we formulate the following null hypotheses, where specification effectiveness is measured

by the correctness variable and specification efficiency is measured by the duration variable:

H0,1 The specification effectiveness shows no significant difference (similar performance) for Interfaces

compared to Traits.

H0,2 The specification efficiency shows no significant difference (similar performance) for Interfaces

compared to Traits.

From the null hypotheses above we can derived and formulate the following alternative hypotheses, for

this controlled experiment:

HA,1 The specification effectiveness shows a significant difference (better performance) for Traits

compared to Interfaces.

HA,2 The specification efficiency shows a significant difference (better performance) for Traits compared

to Interfaces.

4 EXPERIMENT EXECUTION

This experiment was executed in two steps – a preparation and a procedure phase.

4.1 Preparation

Two weeks before the experiment we handed out the preparation material (the experiment information

sheet, see Section 3.4) through an e-learning platform12. This document provided general information of

the upcoming experiment and an introduction to the ASM language syntax and semantics used without

explaining one of the two language constructs. All ASM language concepts used are depicted with short

example ASM specification snippets. The participants were allowed to use this document during the

experiment in printed form. The main reason why we provided the experiment information document is

that all participants needed to be educated to the same level of detail with regard to a state-based formal

method and specifically to a concrete ASM language representation (see Section 2).

12See https://moodle.org for e-learning platform information.
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4.2 Procedure

The experiment was carried out using paper and pencil, as if it were an (closed book) exam. Participants

were allowed to bring only one aid – the information sheet – to process the experiment survey form as

described in the previous Section 4.1. At the beginning of the experiment, every participant received a

random experiment survey form (see Section 3.4). They were instructed to fill out and process the survey

from the first page to the last page in this particular order. Furthermore, a clock with seconds granularity was

projected onto a wall to provide timestamp information to the participants. They were asked to track start

and stop timestamps during the processing of the experiment tasks. After the experiment every participants’

modeled ASM specification was examined through a list of evaluation criteria (see Section 5.1) and the

results of the examination was recorded in a spreadsheet. The participants’ task start and stop timestamps

were converted to a duration in seconds and summed up to a total duration for all tasks. We used the

four-eyes principle during every manual work step (answer obtaining and timestamp conversion) in the data

collection. The experiment execution and data collection were performed as described in this Section and we

have not observed any form of deviations or unforeseen difficulties.

5 ANALYSIS

All statistical analysis was performed with the software tool R13. The analysis processes14 contain the

following steps: (1) load the prepared data-set from Section 5.1; (2) calculate the descriptive statistics

for the dependent variables which are explained in detail in Section 5.2; (3) perform a group-by-group

comparison with appropriate statistical hypotheses tests which are explained in detail in Section 5.3; (4)

generate table/plot information in order to include this information in this article. In order to reproduce the

analysis results, some R library package dependencies have to be installed15.

5.1 Data-Set Preparation

The raw data16 collected during the experiment execution phase (see Section 4) was prepared17 in the

following manner: (1) the obtained LibreOffice OpenDocument Spreadsheet (ODS) file [51] was exported to

a Comma-Seperated Values (CSV) file [67]; (2) the CSV file was imported for further processing; (3) type

castings of several data rows were performed; (4) the calculation of task-based and overall Duration times;

(5) the calculation of task-based and overall Correctness values; and (6) stored as an R Data-Set (RDS)

file [59] for further processing and analysis.

The calculation of the Correctness value is composed out of a check list of yes-and-no statements18 for

all the different tasks in the experiment survey forms (see Section 3.4). This list of yes-and-no statements

was derived before the experiment execution by specifying ground truth models for both object-oriented

language abstractions variants – interfaces and traits – of the informal described experiments’ example

software application systems. In order to enable a flexible way to compare the participants’ solutions from the

13See https://www.r-project.org for version 3.5.2.
14See analyze.r at [54].
15See install.r at [54].
16In order to enable reproducability of our results, the data-set (README.ods) is made public in the long term open data
archive Zenodo [54] together with all documents and R scripts.
17See prepare.r at [54].
18See README.ods for the complete list of the yes-and-no statements along with the collected data for all participants at [54].
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Table 1. Number of Yes-and-No Statements per Evaluation Criteria and Tasks

Evaluation Criteria Task 1 Task 2 Task 3 All Tasks

Structure 4 3 5 12

Behavior 4 3 5 12

Syntax 5 5 7 17
Reusability 4 4 6 14

Functionality 4 2 4 10

Total 21 17 27 65

experiment, the obtained list of yes-and-no statements reflects generic properties the provided and specified

models by the participants shall contain. The yes-and-no statements are grouped into five evaluation criteria

(categories) – structure, behavior, syntax, reusability, and functionality. The following list depicts for each of

the evaluation criteria an example yes-and-no statement:

(1) Structure Did the participant specify certain structural elements? An example structural evaluation

criteria statement for Task 119 is defined as follows: “Proxy structure defined”?

(2) Behavior Did the participant specify certain behavioral elements? An example behavioral evaluation

criteria statement for Task 119 is defined as follows: “Client implemented default behavior”?

(3) Syntax Did the participant use the correct language construct syntax for the assigned treatment?

An example syntactical evaluation criteria statement for Task 119 is defined as follows: “Server valid

abstraction syntax”?

(4) Reusability Did the participant recognized reusable elements and did (s)he specify it through the

correct language construct syntax for the assigned treatment? An example reusable evaluation criteria

statement for Task 119 is defined as follows: “Operations implemented for Proxy”?

(5) Functionality Did the participant specify certain functionalities? An example functional evaluation

criteria statement for Task 119 is defined as follows: “Message provides unique identification”?

In total there exist 65 yes-and-no statements per experiment participant. By accumulating the percentage

value of all yes-and-no statements a total of 100% correctness20 can be achieved. Table 1 depicts the

number of yes-and-no statements in total and the dissection per evaluation criteria and tasks.

5.2 Descriptive Statistics

Background Information. The participants’ experience and characteristics are captured in the experiment

through eight parameters21 and the results indicate that overall, the random distribution of the participants

to the experiment groups is almost balanced. The participants’ age (see Figure 2a) shows a similar distribution

for both groups with a peak around 23 years. The programming experience of the participants measured in

years (see Figure 2b) indicate that the interfaces group has a more than twice higher density around 3 years

of experience in programming compared to the traits group which has its peak around 2.5. This is the only

background information parameter showing a slightly unbalanced distribution and indicates that the general

programming experience level is higher in the interfaces experiment group. This discrepancy is attributed to

the randomized distribution of the experiment survey to the participants.

19See form ifaces.pdf or form traits.pdf for description of Task 1 at [54].
20For detailed formula, see prepare.r Line 97-250 at [54].
21See appendix.pdf at [54] for more detailed supplementary background information.
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Table 2. Participants’ Gender

Gender Interfaces Traits

Female 20 17
Male 29 32

Table 3. Participants’ Level of
Education

Education Interfaces Traits

None 42 45

BSc 7 4

Table 4. Participants’ Pro-
gramming Language Knowl-
edge

Language Interfaces Traits

Java 49 49
Cpp 46 48

PHP 41 39

C 13 17
Scala 11 16

Swift 7 3

Assembler 3 5
Basic 2 3

Fortran 2 2
Rust 1 0

Kotlin 0 3

Haskell 0 2

Table 5. Participants’ Prior
Knowledge of Formal Methods

Interfaces Traits

5 4

Fig. 2. Descriptive Plots per Group of Participants’ Background Information

In contrast to the programming experience, the distribution of the participants’ specification (modeling)

experience measured by years (see Figure 2c) is quite similar for both groups with a peak at 2 years. Since

our participants are students, the peak of the software (SW) and hardware (HW) industry experience

measured in years (see Figure 2d) is at zero years, but a number of students show a similar level of industry

experience between 1 to 3 years.

The experiment total ratio between female and male participants is 37 (37.76%) : 61 (62.24%). The

interfaces group has 20 (40.82%) female and 29 (59.18%) male participants and the traits groups has 17

(34.69%) female and 32 (65.31%) male participants.
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From the perspective of prior computer science education (see Table 3) only 11 (11.22%) students have a

previous BSc degree and the other 87 (88.78%) participants are undergraduates. The numbers are quite

comparable in the two experiment groups. All participants (100%) are familiar with Java and 94 (95.92%)

participants – 46 (93.88%) interfaces group and 48 (97.96%) traits group – are familiar with C++. That

means the interface abstraction should be more than familiar to both experimental groups. We can further

observe languages offering traits, besides the programming language PHP (total 80 (81.63%) – interfaces

group 41 (83.67%) and traits group 39 (79.59%)), are rather underrepresented in both experimental groups.

This is the case for the programming languages Scala (total 27 (27.55%) – interfaces group 11 (22.45%)

and traits group 16 (32.65%)), Swift22 (total 10 (10.20%) – interfaces group 7 (14.29%) and traits group 3

(6.12%)), and Rust where only one of all participants (interfaces group 2.04%) is familiar with the language.

A very important parameter of the background information is if there are participants which have a

prior knowledge of formal methods (see Table 5). Accordingly to the obtained results, only 9 participants

(9.18%) in total – interfaces group 5 (10.20%) and traits group 4 (8.16%) – have stated that they have prior

knowledge in a formal method.

Dependent Variable Correctness. Table 6 contains the number of observations, central tendency measures,

and dispersion measures per language construct for the dependent variable Correctness23 and this acquired

data is visualized as a kernel density plot in Figure 3b and a box plot in Figure 3c. In the box plot we can

observe that the median of the Interfaces group is almost at the lower quartile value of the Traits group.

There is one outlier in the Interfaces group which performed very well.

The distribution of the Interfaces group is left skewed whereas the Traits group is right skewed. The Traits

group has no outlier at all. According to the kernel density plot, the data does not appear to be normally

distributed, and both distributions look different, which implies unequal variances and both distributions

have two peaks as well. The Interfaces group has one peak at 0.16 and another one at 0.37 whereas the

Traits group has one peak at 0.17 and another one at 0.41.

Dependent Variable Duration. Table 8 contains the number of observations, central tendency measures, and

dispersion measures per language construct for the dependent variable Duration24 and this acquired data

is visualized as a kernel density plot in Figure 4b and a box plot in Figure 4c. In the box plot we can observe

that for both groups the median is almost the same (Interfaces at 3935 and Traits at 3980), but the lower

and upper quantiles of the Traits group indicate a wider distribution which is reflected in Figure 4b. The

latter shows the data does not appear to be normally distributed for the Interfaces group and almost for

the Traits group, and the two distributions look different, which implies unequal variances. The Interfaces

group has its peak at 3950 seconds and the Traits group has its peak at 4000 seconds. Moreover, the box

plot shows three outliers for the Interfaces group – two participants which processed the experiment (survey

form) really fast and one participant who processed it really slow.

22Swift has implemented traits through the protocol extension syntax. See, e.g. https://docs.swift.org/swift-book/
LanguageGuide/Extensions.html.
23Unit is correctness rate between 0.0 and 1.0 (denoted [1]).
24Unit is duration in seconds (denoted [s]).
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Table 6. Descriptive Statistics per Group of Depen-
dent Variable Correctness

Interfaces Traits

Number of observations [1] 49 49

Mean [1] 0.2585 0.3283

Standard deviation [1] 0.1624 0.1370

Median [1] 0.2206 0.3389
Median abs. deviation [1] 0.1673 0.1737

Minimum [1] 0.0000 0.1044

Maximum [1] 0.7678 0.6059

Skew [1] 0.7353 0.0061
Kurtosis [1] 0.4169 -1.1433

Shapiro-Wilk Test 𝑝 [1] 0.0437 0.0421
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Table 7. Hypothesis Tests per
Group Combination of the Depen-
dent Variable Correctness

Interfaces
vs. Traits

Cliff’s 𝛿 0.2932

s𝛿 0.1109

v𝛿 0.0123
z𝛿 2.6449

CIlow 0.0635

CIhigh 0.4934
𝑃 (𝑋 > 𝑌 ) 0.3528

𝑃 (𝑋 = 𝑌 ) 0.0012

𝑃 (𝑋 < 𝑌 ) 0.6460
𝑝 0.0095

𝑝FDR 0.0191

Effect Size small

Fig. 3. Descriptive Plots per Group of the Dependent Variable Correctness

5.3 Hypothesis Testing

Due to the presence of two experiment groups and two dependent variables, the Multivariate Analysis

of Variance (MANOVA) [6] would be a suitable statistical procedure, but necessary assumptions must

be met to apply this method. The investigation of the kernel density plots – Figure 3b for Correctness

and Figure 4b for Duration – indicates that not all distributions of the experiment groups are normally

distributed, which the MANOVA would need in order to be applied. We applied the Shapiro-Wilk normality

test [68] (last row in Table 6 and Table 8) and for both groups (Interfaces and Traits) for the dependent

variable Correctness shows a significant (𝑝 ≤ 0.05) difference to the normal distribution, which would make

MANOVA not suitable for Correctness but suitable for Duration. To finally conclude that the MANOVA

method cannot be applied, we visually inspected the normal Q-Q plots for both dependent variables, which

are depicted in Figure 3a for Correctness and Figure 4a for Duration. All distribution plots indicate
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Table 8. Descriptive Statistics per Group of Depen-
dent Variable Duration

Interfaces Traits

Number of observations [1] 49 49

Mean [s] 3937.96 3997.45

Standard deviation [s] 1060.92 960.31

Median [s] 3935.00 3980.00
Median abs. deviation [s] 794.67 1086.75

Minimum [s] 1260.00 2002.00

Maximum [s] 6467.00 5833.00

Skew [1] -0.2517 0.0730
Kurtosis [1] 0.2615 -0.9831

Shapiro-Wilk Test 𝑝 [1] 0.4969 0.4108
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Table 9. Hypothesis Tests per
Group Combination of the Depen-
dent Variable Duration

Interfaces
vs. Traits

Cliff’s 𝛿 0.0217

s𝛿 0.1179

v𝛿 0.0139
z𝛿 0.1837

CIlow -0.2074

CIhigh 0.2484
𝑃 (𝑋 > 𝑌 ) 0.4890

𝑃 (𝑋 = 𝑌 ) 0.0004

𝑃 (𝑋 < 𝑌 ) 0.5106
𝑝 0.8547

𝑝FDR 0.8546

Effect Size negligible

Fig. 4. Descriptive Plots per Group of the Dependent Variable Duration

that the linearity assumption is not met and the power of the test might be affected. Thus we ruled out

multivariate and parametric testing because it could lead to unreliable results.

Instead, we selected a non-parametric testing method. When we considered our acquired data, according

to Kitchenham et al. [35], we cannot use the Kruskal-Wallis test [38] because it is strongly affected by

unequal variances. Therefore, we select a robust non-parametric test called Cliff’s 𝛿 [14]. This testing method

is unaffected by non-normal data, change in distribution, and (possible) unstable variance.

The results of the Cliff’s 𝛿 test is shown in Table 7 for the dependent variable Correctness and in Table

9 for the dependent variable Duration. Due to the fact that we applied this hypothesis test two times, we

are required to lower the significance level in order to avoid Type I errors, which is about not detecting

an effect that is not present. A suitable approach would be to apply the Bonferroni correction [18], which

suggests to lower the current significance level 𝛼 = 0.05 divided by the times a certain test was applied
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(𝑛 = 2), which would result into 𝛼′ = 𝛼
𝑛
= 0.05

2
= 0.025. Unfortunately, this significance level correction

is known to increase Type II errors, which is about not detecting an effect that is present. Therefore, we

choose a more robust correction method which does not increase Type II errors, namely the False Discovery

Rate (FDR) adjusted p-values [4]. According to the FDR adjusted 𝑝-values (𝑝FDR) in Table 7 and Table 9,

there is evidence to reject one of the hypotheses of this study (see Section 3.5). For the dependent variable

Correctness we found evidence of a better specification effectiveness of expressing structural, behavioral,

syntactical, reusable, and functional aspects through ASM specifications from a given informal description

of software system applications. The test results on Correctness are significant with a small effect size

magnitude [35] for the comparison of Interfaces and Traits, which suggests to reject H0,1 and to accept

HA,1. For the dependent variable Duration the null hypothesis H0,2 cannot be rejected as the test results

are not significant. Therefore, the alternative hypothesis HA,2 cannot be accepted.

6 DISCUSSION

This section covers the evaluation, implications, threats to validity, inferences, and relevance to practice.

6.1 Evaluation of Results and Implications

The descriptive statistics do directly favor one of the language constructs, because by looking at the dependent

variable Correctness, Traits performs better than Interfaces. The median of the Correctness variable

is for language construct Interfaces 22.06% and Traits 33.89%. Due to the fact that all participants have

almost no prior knowledge (< 10%) of ASMs and formal methods in general (checked by an informational

question in the survey, see Section 5.2), a median for the specification effectiveness (correctness) between

22% to 34% can be considered a rather good result in this study. For the Duration descriptive statistical

results, Interfaces and Traits seem to have a similar distribution. The median of the Duration variable is

for language construct Interfaces 3935𝑠 (1ℎ 5𝑚𝑖𝑛 35𝑠) and Traits 3980𝑠 (1ℎ 6𝑚𝑖𝑛 20𝑠), which are good

results in the scope of the processed survey and the achieved Correctness results with a limited experiment

time of 120𝑚𝑖𝑛 (2ℎ). Note that the highest participant duration was 6467𝑠 (1ℎ 47𝑚𝑖𝑛 47𝑠).

In the inferential statistics Traits show a significantly better performance than Interfaces in terms of

Correctness (specification effectiveness). This significance implies that for the ASM language user (novice

software developer or designer) it is easier and more effective to express informal descriptions and their

properties with Trait-based ASM specifications rather than with Interface-based ASM specifications.

In order to explain and gain more details about the better Correctness results for the Traits group

compared to the Interfaces group, we have dissected the correctness to the five evaluation criteria (see

Section 5.1) and analyzed them individually.

The structural correctness (see Figure 5a) value shows a density about twice as high for the Traits group

with a peak correctness value for both groups around 61%. The distribution of the behavioral correctness

(see Figure 5b) depicts that the participants of the Traits group performed much better (peak around 50%)

in specifying behavioral aspects in the provided ASM specification solution compared to the Interfaces

group (peak around 7.5%). It is interesting that the results on the reusability properties (see Figure 5c) of

the specified ASM specifications performed only slightly better for the Traits group. This indicates, together

with the low correctness values, that the participants had problems to detect possible interfaces inside the

informal descriptions of the software system applications.
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Fig. 5. Descriptive Plots per Group of Correctness Evaluation Criteria and Participants’ Self Assessment
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Table 10. Correlation per Group of the Dependent
Variables Correctness to Duration

Interfaces Traits

Spearman’s 𝜌 0.4980 0.5596

Pearson’s 𝑟 0.4374 0.5584

Fig. 6. Scatter Plot per Group of the Dependent Variables Correctness to Duration

The distributions of the functionality correctness (Figure 5d) show that a large number of participants of

the Interfaces group were not able to express functionalities very well. The Traits group, in contrast, shows

a very stretched distribution from 0% up to 65%. Apparently the participants were able to express (non

object-oriented related) functionalities better through the Traits-based ASM syntax extension. Figure 5e
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Table 11. Questionnaire Results Qn

(a) Results of Q1 (Stimuli)

Q1 Interfaces Traits

strongly agree 4 4
agree 20 19

neutral 13 14

disagree 10 8
strongly disagree 2 4

(b) Results of Q2 (Structural)

Q2 Interfaces Traits

strongly agree 2 4
agree 17 10

neutral 11 17

disagree 18 10
strongly disagree 1 8

(c) Results of Q3 (Behavioral)

Q3 Interfaces Traits

strongly agree 1 2

agree 9 5
neutral 11 7

disagree 21 22

strongly disagree 7 13

(d) Results of Q4 (Functionality)

Q4 Interfaces Traits

strongly agree 1 1

agree 8 2
neutral 10 16

disagree 23 15

strongly disagree 7 15

(e) Results of Q5 (Interfaces)

Q5 Interfaces Traits

strongly agree 15 15

agree 22 24

neutral 6 6
disagree 5 1

strongly disagree 1 3

(f) Results of Q6 (Traits)

Q6 Interfaces Traits

strongly agree 2 1

agree 7 5

neutral 3 5
disagree 21 16

strongly disagree 16 22

compares syntactical correctness results. We can observe that both groups’ distribution have two peaks –

7% and 35% for the Interfaces group, and 21% and 45% for the Traits group.

The kernel density plot for the participants’ self assessment is depicted in Figure 5f. The self assessment

was measured by calculating the difference between the actual Correctness value and the participants

Confidence value that a certain solution to a task they worked on was correct. A self assessment value ≤ 0

means the participant overestimated and ≥ 0 means the participant underestimated the Correctness of the

given experiment answers. Both experiment groups show almost a similar self assessment with its peak in

the underestimated section. This implies that both object-oriented abstractions show a similar participants’

self assessment regarding their Confidence in the Correctness of their given solutions.

Studying the scatter plot (Figure 6), Spearman’s rank correlation, and Pearson product-moment correlation

(Table 10) of the two dependent variables Correctness and Duration, we cannot observe a clear (linear

nor a non-linear) monotonic trend that the dependent variables are strongly correlated somehow.

As described in Section 3.4 we also asked the participants to fill in a post experiment questionnaire

where they could provide us answers using six Lickert-scale [44] questions (Qn) with five possible answers:

(1) strongly agree, (2) agree, (3) neutral, (4) disagree, (5) strongly disagree. The questions and their

corresponding results are:

Q1 “Every given specification was easy to read and understand.” According to the obtained answers (see

Table 11a), the perceived difficulty was almost equal. This means that most of the participants in
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both groups agree that the provided informal descriptions of the software system applications were

easily understood.

Q2 “I had no trouble to specify structural elements of the given informal specifications.” The results in

Table 11b show that for the Traits group 17 (34.69%) participants rank their expressing of structural

properties neutral. Among the other participants, one half tends to strongly agree and the other half

to strongly disagree. The Interfaces group answers of Q2 are more split with the two biggest groups

saying they agree and the other one disagrees.

Q3 “I had no trouble to specify behavioral elements of the given informal specifications.” The answers of

this question (see Table 11c) reflect that in both language construct groups the participants had more

or less troubles to express behavioral properties, but the results of the behavioral correctness (see

Figure 5b) show clearly that the Traits group performed way better than the Interfaces group.

Q4 “I had no trouble to specify functionality extensions for the given informal specifications.” Similar to

the answers of Q3, Table 11d shows that the participants of the Traits group perceived that they

had troubles to express functionality extensions (reusable protocol and behavioral properties) but

the results for the correctness values of reusability (see Figure 5c) indicate that the Interfaces group

performed worse than the Traits group.

Q5 “I am familiar with the language concept called Interfaces.” Accordingly to the participants’ back-

ground information (see Table 4), 100% of them know Java which is more or less reflected in the

results to this question (see Table 11e), where we asked the participants if they are familiar with the

language construct interfaces.

Q6 “I am familiar with the language concept called Traits.” In contrast to Q5, the results of this question

(see Table 11f) are surprising, because more participants of the Interfaces group know the language

concept traits compared to the Traits experimental group itself. So seemingly the good results for

traits have been achieved, even though more knowledge on traits was present in the interfaces group.

In summary, the post experiment questionnaire shows that the participants believe they understood the

constructs to be used reasonably well, and as expected interfaces are better known than traits before the

experiment. In this light, our results indicating better results for traits are even more remarkable. It would

be interesting to further study how the results would change, if participants would receive training of traits

before the experiment.

6.2 Exploration of Moderating Variables

To increase the value of our findings and the resulting conclusions we investigated and explored the following

moderating variables – subject, experience, and gender.

Subject. For this moderating variable, we are interested to analyze the participants’ task-based performance

and if such increases or decreases. In order to obtain such results, we first investigated if there is a difference

in the processing time. Due to the experiment design (see Section 3.4), we are able to divide the dependent

variable duration into two parts – comprehend (reading/understanding) and specify (modeling/writing).

Figure 7a depicts the comprehend duration for all tasks whereas Figure 7e depicts the specify duration for

all tasks. We can observe from those two kernel density plots that the participants spent more time on the

actual specifying process than reading and comprehending the informal specification of the given tasks. For
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Fig. 7. Descriptive Plots per Group of Overall and per Tasks Duration and Correctness

both experimental groups the distribution looks very similar. The comprehend and specify duration can be

further analyzed for each task. The comprehend duration has a very similar distribution for all three tasks25.

For the specify duration we can observe a decreasing effect for the processing time which is visualized for

Task 1 at Figure 7f, for Task 2 at Figure 7g, and for Task 3 at Figure 7h. This slight decreasing effect of

the specify duration can have two origins. Either the participants experience experimental fatigue [61] or

a maturation effect [66] took place. In order to analyze those effects we dissected the dependent variable

correctness for each task – Task 1 at Figure 7b, Task 2 at Figure 7c, and Task 3 at Figure 7d. We can

observe that the traits group performs significantly better for Task 1 and Task 2 compared to the interfaces

25See appendix.pdf at [54] for comprehend duration per task plots.
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Fig. 8. Descriptive Plots per Group of Correctness by Less/More Experience

group. Despite the shorter specify duration (processing time) in Task 2 the correctness and therefore the

participants’ performance does not degrade at all. But for Task 3 we can detect a complete drop of the

participants’ performance for both experimental groups which is the result of experimental fatigue.

Experience. In order to analyze the moderating variable experience we need to determine a classification to

separate the obtained experiment samples. Due to the collected background information we can separately

analyze a participants’ performance in terms of correctness by programming and specifying experience.

Therefore, we derive two classifications – less experience and more experience.

We choose a threshold of 3.25 years in programming experience26 which results into an exactly equal

interfaces to traits sample size ratio for less of 28 : 28 and for more of 21 : 21. Moreover, we defined that

a participant has less specifying experience if years <= 2.5. From this it follows that a participant gets

classified as more experienced if the years > 2.5. This threshold separates the specifying experience27 with

an exactly equal interfaces to traits sample size ratio for less of 32 : 32 and for more of 17 : 17.

The kernel density plots for programming experience – less in Figure 8a and more in Figure 8c – as

well as the specifying experience – less in Figure 8b and more in Figure 8d – indicate in all distributions

the traits group is performing far better than the interfaces group independently of the classification of

their experience. Notable to mention here is that the programming and specifying distributions of the more

experienced participants achieved a high dense correctness value around 0.4. The latter is an indicator why

the traits group is performing better in the overall correctness value despite the number of more experienced

participants is lower than the number of less experienced participants.

Gender. With the moderating variable gender we will determine an indicator if one of the experimental

treatments does perform in terms of correctness better for a certain gender. According to the obtained

26Abbreviated in Figure 8a and Figure 8c as “Prog. Exp.”.
27Abbreviated in Figure 8b and Figure 8d as “Spec. Exp.”.
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Fig. 9. Descriptive Plots per Group of Correctness by Gender

participants’ background information (see Section 2) the traits to interfaces sample size ratio for females is

20 : 17 and for males is 29 : 32. Since theses numbers are almost equal within a gender we analyzed for each

gender the correctness distributions. Figure 9a depicts the kernel density plot for the female correctness

whereas Figure 9b depicts the kernel density plot for the male correctness. For both gender the traits group

performs slightly better than the interfaces group.

Furthermore, we can observe in Figure 9a and Figure 9b that the participants in this controlled experiment

show a clear difference in the performance in terms of correctness depending on the gender. Gren [23]

mentions that if there are clear differences in an empirical study based on gender, a proper investigation has

to be done to elaborate such effect. By comparing the gender results with the data of the experience reveals

that one possible explanation for the less correct results of the female group can be attributed to lower prior

programming experience in the female group compared to the male group.

6.3 Threats to Validity

Threats to Internal Validity. During the experiment, we did not observe any disturbing environmental events or

history effects. Due to the total (limited) time of 120 minutes of the experiment, the chances for maturation

(carry-over) effects [66] and experimental fatigue [61] were limited. Furthermore, as every participant is only

tested once, learning effects can be ruled out. Every participant was able to score the same amount of points

and we graded all groups with the same procedures to rule out instrumental bias. Selection bias was limited

due to the random assignment of participants to groups. We cannot rule out cross-contamination between

the groups as a potential threat to internal validity because the participants are computer science students

and share the same social group and interact outside of the research process as well. We have not observed

any demoralization or compensatory rivalry. All participants are graded based on their correctness value in

the processed survey by gaining points for their enrolled course (but had an opt out option, as explained in

Section 3.3).

Threats to External Validity. A possible threat to external validity is that we carried out the experiment

with students as participants because this limits the ability to make generalizations. In addition to the

types of the participants in this experiment (students as novice software developer or designer), it would

be useful to repeat the experiment with broader and more experienced test groups like professionals in

different fields ranging from high-level software design to low-level hardware specifications. Furthermore, the

selected experiment tasks are limited to basic software system applications. Due to the usage of the syntax

keyword feature, we mitigated the risk that the participants are biased by identifying language constructs
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through known object-oriented abstraction syntax keywords names like interface or trait. The chosen

language construct representations in CASM syntax or their integration into the CASM language might not

be representative for potential language constructs and their integration in other ASM languages or other

state-based formal languages, and thus our results cannot be generalized to those other languages. We tried

to mitigate this threat by only using CASM abstractions that are widely used in other languages, too, and

by designing the language constructs as closely as possible to canonical definitions of those abstractions.

Threats to Construct Validity. We focus in this study on the specification effectiveness and efficiency of object-

oriented abstractions for an ASM language. The dependent variables correctness and duration are commonly

used to measure the construct specification effectiveness and efficiency, but other studies use different

notations, like Razali et al. [61] which uses Score (Accuracy) for specification effectiveness (correctness)

and Time Taken for specification efficiency (duration). Furthermore, other studies analyze both variables

under construct names like comprehensability (cf. Hoisl et al. [30]) or understandability (Czepa et al.

[15]). It cannot be ruled out that other constructs would be a better to measure the specification effectiveness

and efficiency.

Threats to Content Validity. In this study, we only focus on two object-oriented abstractions, namely interfaces

and traits. The specification effectiveness and efficiency is tested for two ASM syntax variations, not commonly

existing in today’s languages and tools, which use one of the two language constructs (see Section 2.4).

Testing more complex scenarios (more complex software system applications and other language constructs)

would improve the content validity.

Threats to Conclusion Validity. Due to some missing timestamps for the dependent variable duration and

unclear written ASM specification solutions for the dependent variable correctness we cannot rule out that

statistic validity might be affected. Still, those outliers are important measurements because they reflect

that for a certain group of the participants the given problem (informal description) to model it through

an ASM specification by using a certain language construct are too complex and/or not understood at all.

Deleting those would compromise the conclusion validity. To improve the conclusion validity, we selected

robust tests with great statistical power which fits the best explored model assumptions of all statistical

tests suitable for the collected data set.

6.4 Inferences

Based on the evidence found in this research, a possible use of Traits in ASM language designs should provide

a good specification effectiveness and efficiency. As Interfaces perform significantly worse for the dependent

variable Correctness than Traits, they should be used with more caution. Regarding the dependent variable

Duration, it seems that for both language constructs the participants need a similar duration to process

(read, comprehend, and specify) the tasks and without further studies no generalized claim can be drawn

from the gathered results. Taking into account the qualitative measurements, participants using Traits

without even knowing the language construct specify more efficiently than the Interfaces group, which has

high familiarity of the language construct (see Section 6). Furthermore, the proposed language syntax of the

Traits-based ASM specification shows very efficient specification performance for expressing structural and

behavioral aspects (see Table 5a and Table 5b) which is not the case for experimental group Interfaces.
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6.5 Relevance to Practice

So far many formal specification languages lack in their support for other object-oriented language constructs,

such as Interfaces and Traits. As there were no empirical studies on their use in formal specification languages,

little was known before this study on how they compare relative to each in the formal methods context.

The findings in this study are first indicators for specification language designers in practice to choose,

specify, and implement new language constructs for existing or newly developed programming or specification

languages. This could help to create a more understandable language syntax which can be used more effectively

and efficiently by a language user [37]. Many formalisms, including ASMs, are implemented in different

programming and/or specification languages. Our empirical results can help specification language designers

to choose one of those languages using the available language constructs in the language syntax as a decision

criterion (among others) and/or by considering the extensibility of the language options with regard to

language constructs. The outcome of this study already has made an impact in the state-based formal

method community by introducing a Traits-based language construct in the CASM language [53].

Due to the fact that the specification effectiveness and efficiency of formal methods has not been empirically

investigated to a larger extent so far, these results and future similar empirical studies can contribute to an

increased usage of formal methods in practice. Moreover, the explained methods can be used in communities

of practice, e.g. by conducting online experiments. The feedback of language users is a valuable source for

language engineers of language extensions and further development.

7 CONCLUSION

This article reports on a controlled experiment with 98 participants on the specification effectiveness and

efficiency of the object-oriented abstractions interface and trait, tested for their applicability in the context

of state-based formal methods, with ASMs as a representative method. The objective of this study is

the investigation on how effective and efficient participants are to specify (express) structural, behavioral,

functional, and reusable properties modeled through an ASM-based specification language by using one

of the two CASM language syntax extensions, which are not yet part of CASM or any other ASM-based

language, namely Interfaces and Traits.

According to the results of the descriptive and inferential statistics in this study, the experiment group

which expresses the given problems through Traits-based ASM specifications shows significantly better

results in terms of Correctness compared to the experiment group which uses Interfaces-based ASM

specifications. As only one participant has prior knowledge in Rust, only 27 participants have prior knowledge

in Scala, but all participants know Java, a higher familiarity with Interfaces than with the Traits language

construct can be assumed for our participants. Nonetheless, in our study results, the specification effectiveness

of Traits is in terms of the dependent variable Correctness significantly better than Interfaces, which

might be surprising. One explanation of this surprising effect can be drawn by looking at the gathered

results of the post experiment questionnaire. Participants from the experimental group Traits judge that

their understanding of behavioral aspects like extending functionality is similar to the participants of the

experimental group Interfaces. But the behavioral correctness measurement shows that the results are far

better in the Traits group compared to the Interfaces group.
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Furthermore, as both object-oriented abstractions perform very similarly in terms of Duration, more

research is needed to understand the reasons why Interfaces perform worse with regard to only one of the

two dependent variables. In such a follow-up study an investigation is needed to examine if the specification

effectiveness is even better for developers (or professionals) which are highly familiar with Traits.

We further analyzed the dependent variable correctness according to the evaluation criteria groups –

structural, behavioral, reusable, functional, and syntactic, and took into account the qualitative responses of

participants. From this, we concluded that the significant difference between the two language constructs is

due to the fact that even participants who are not yet familiar with the traits language concept specify more

effectively with traits than participants who use the interfaces-based syntax extension and might already

know it well.

We believe that this study is the first step towards more understandable and comprehensible ASM

language design with regard to object-oriented abstractions for expressing state and behavioral aspects in a

maintainable and reusable way. Just like it is the case for CASM, the outcomes of this study can be used

by language designers and compiler engineers to define suitable language constructs in other ASM-based

languages or state-based formal methods.

It would be interesting to study further our results and complement the statistical analysis with a

qualitative analysis of the errors the participants made during the experiment to obtain a more in-depth

knowledge how and why there are significant differences in terms of the effectiveness.
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