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Abstract—Infrastructure as Code (IaC) enables developers and operations teams to automatically deploy and manage an IT infrastructure via software. Among other uses, IaC is widely used in the context of continuously released deployments such as those of microservice and other cloud-based systems. Although IaC-based deployments have been utilized by many companies, there are no approaches on checking their conformance to architectural aspects yet. In this paper, we focus on security-related practices including observability, access control, and traffic control in IaC-based deployments. While best practices for this topic have been documented in some gray literature sources such as practitioners’ blogs and public repositories, approaches enabling automated checking of conformance to such best practices do not yet exist. We propose a model-based approach based on generic, technology-independent metrics, tied to typical architectural design decisions on IaC-based deployments. With this approach, we can measure conformance to security-related practices. We demonstrate and assess the validity and appropriateness of these metrics in assessing a system’s conformance to practices through regression analysis.
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I. INTRODUCTION

Cloud computing has significantly increased the number of infrastructure nodes that a system requires [1]. Moreover, nowadays systems are being released to production more rapidly, often many times a day, resulting in more and more frequent changes in the infrastructure [2], [1]. Infrastructure as Code (IaC) is the management and provisioning of the infrastructure using reusable scripts instead of manual processes [3]. IaC can ensure that a provisioned environment remains the same every time it is deployed in the same configuration, and configuration files contain infrastructure specifications making the process of editing and distributing configurations easier [3]. [4]. IaC can also contribute to improving consistency, security, avoiding errors, and reducing manual configuration effort. Without an IaC practice in place, it becomes increasingly difficult to manage the scale of current systems’ components and infrastructure.

IaC technologies (e.g., Ansible, Terraform) enable to provision, deploy, and configure arbitrary application architectures. Thus, developers and operators, respectively, can model any desired deployment. This freedom quickly results in severe problems if security-related aspects are not taken into account. For example, vulnerabilities in IaC deployment models (e.g., weak access and traffic control) could allow attackers to access procedures and run code to hack the application.

The focus of this work is to investigate security-related practices in deployment architectures that can be configured and managed via IaC scripts. In this context, we formulate a number of Architectural Design Decisions (ADDs) with corresponding decisions options that have been documented as best practices in the gray literature, i.e. informal guidelines for practitioners, blog posts, public repositories, and so on. Based on this architectural knowledge, we aim to provide an automatic assessment of architecture conformance to these practices in the IaC deployment models.

So far, not many architectural patterns or formal guidelines that reflect security best practices in the context of IaC have been documented. Currently, the literature seems to rather focus on specific code-level practices. In combination with the fact that industry-scale systems support multiple such architectural practices at once and different implementations of them, this makes it difficult to assess whether an IaC deployment model that implicitly describes also the application’s architecture is conforming to recommended best practices or not. In modern cloud-based architectures, such as microservice architectures [5] and other frequently released systems [1], an automatic assessment method would vastly improve cost-effectiveness and produce more accurate results. For instance, this could be applied in the context of continuous delivery practices employed in these systems requiring the automated setup of infrastructures in usually every run of the delivery pipeline [2]; for example, consider production environments and identical test environments. Therefore, this paper aims at answering the following research questions:

- RQ1 How can conformance to IaC architecture security-
related decision options (i.e. patterns or practices) be automatically assessed?

- **RQ2** What kinds of measures can be applied to assess this conformance and how well do they perform?
- **RQ3** What is the minimal set of modeling elements required in an IaC deployment model to compute these measures?

To address these research questions, we introduced a set of metrics for different security-related architectural decisions to cover all their possible decision options. We derived a ground truth from a manual assessment of a set of models that evaluates their conformance to all considered decision options and their combinations. In particular, the decisions focus on Security Observability, Security Access Control, and Security Traffic Control. To create the ground truth, we first objectively assessed whether each decision option is supported in a system and to which extent. We derived an ordinal rating scheme to distinguish different levels of security support, and if security flaws were indeed found, the rating scheme indicates how far the conformance to best practices is nonetheless supported. Both, the rating scheme and the ground truth assessment, have been reviewed and discussed with two industrial experts (both having experience in security of microservice systems) until a consensus was reached. We then used the ground truth data to assess how well the defined metrics can predict the ground truth assessment by performing an ordinal regression analysis.

In this paper, we propose a deployment model-based approach, which uses only modeling elements that can be derived from the typical scripts used by IaC technologies. A deployment model implicitly also describes the architecture of the application to be deployed, thus, enabling assessing the conformance to architectural decisions. For this reason, it is important to be able to work with a minimal set of elements, else it might be difficult to parse them from the IaC scripts.

This paper is structured as follows: Section II compares related work. Next, we describe the research methods and the tools we have applied in our study in Section III. In Section IV we explain the decisions considered in this paper and the related patterns and practices. In Section V we report how the ground truth data for each decision is calculated. Section VI introduces our hypothesized metrics. Section VII describes the metrics calculations results for our models and the results of the ordinal regression analysis. Section VIII discusses the RQs regarding the evaluation results and analyses the threats to validity. Finally, in Section IX we draw conclusions and discuss future work.

II. RELATED WORK

A. Related Works on Best Practices and Patterns

As IaC practices are becoming more and more popular and widely adopted by the industry, there is also more scientific research into collecting and systematizing IaC-related patterns and practices. Kumara et al. [6] present a broad catalog of best and bad practices, both language-agnostic and language-specific, that reflect implementation issues, design issues, and violations of essential IaC principles. Morris [3] presents a collection of guidance on how to manage Infrastructure as Code. In his book, there is a detailed description of technologies related to IaC-based practices and a broad catalog of patterns and practices embodied in several categories. Language-specific practices have been proposed by Sharma et al. [7] who present a catalog of design and implementation smells for Puppet. Schwarz et al. [8] present a catalog of smells for Chef. Our work also follows IaC-specific recommendations described in AWS [9], OWASP [10], [11], [12] and the Cloud Security Alliance [13], [14]. In contrast to our work, many of these works are less focused on architectural decisions in the deployment architecture of the systems to be deployed. Furthermore, these works do not support conformance checking as suggested in our work.

B. Related works on Frameworks and Metrics

a) Tool-based and Network Metrics Approaches: There are several studies that propose tools and metrics for assessing and improving the quality of IaC deployment models. Dalla Palma et al. [15], [16] propose a catalog of 46 quality metrics focusing on Ansible scripts to identify IaC-related properties and show how to use them in analyzing IaC scripts. Wurster et al. [17] present TOSCA Lightning, an integrated toolchain for specifying multi-service applications with TOSCA Light and transforming them into different production-ready deployment technologies. They also present a case study on the toolchain’s effectiveness based on a third-party application and Kubernetes. A tool-based approach for detecting smells in TOSCA models is proposed by Kumara et al. [18]. Sotiropoulos et al. [19] develop a tool-based approach that identifies dependencies-related issues by analyzing Puppet manifests and their system call trace. Van der Bent et al. [20] define metrics that reflect also the best practices to assess Puppet code quality. Pendleton et al. [21] present a comprehensive survey on security metrics. It focuses on how a system security state can evolve as an outcome of cyber-attack defense interactions. They then propose a security metrics framework for measuring system-level security.

Although some of these works focus on quality assurance of IaC systems, none of them address and focus specifically on security critical concerns and measures in IaC deployment models, which is the case in our work.

b) Software Architecture Conformance Checking:

In [22], [23], an approach for automatically checking the compliance of declarative deployment models during design time is introduced. The approach allows modeling compliance rules in the form of a pair of deployment model fragments. One of the fragments represents a detector subgraph that determines whether the rule applies to a given deployment model or not. If a compliance rule is found to be applicable, the second fragment determines a desired structure that the deployment model must contain. Comparing the model fragments to a given deployment model happens using subgraph isomorphism. In contrast to our study, this approach is generic and does not introduce specific compliance rules, e.g. for the
security domain, and assumes the rule modeler is capable of translating best practices into compliance rules of the expected format. Moreover, it only provides a Boolean outcome indicating whether a compliance rule is violated or not, rather than indicating to what degree it is violated.

Our approach can be considered as a metrics-based, IaC-specific approach for deployment architecture conformance checking. Many approaches related to architecture conformance checking are usually based on automated extraction techniques [24], [25]. Conformance to architecture patterns [24], [26] or other kinds of architectural rules [25] can often be checked by such approaches. As proposed in our work, here techniques that are based on various interrelated metrics of IaC-related metrics to cover security related features and practices do not yet exist. Furthermore, none of these approaches treat deployment architectures as a set of nodes and connectors i.e. a deployment architecture. Also, none are able to produce assessments that combine different assessment parameters (i.e. metrics). Such metrics, if automatically computed, can be utilized as part of larger assessment models/frameworks during design and development time.

III. RESEARCH AND MODELING METHODS

A. Overview

Figure 1 shows the research steps followed in this study. We first studied knowledge sources related to IaC-specific security best practices from industry organizations, practitioners blogs and scientific literature [14], [13], [12], [11], [10], [27], [9], [6], [3], [8], [7]. We then analyzed the data collected using qualitative methods based on Grounded Theory [28] coding methods, such as open and axial coding, and extracted the three core IaC security-related decisions described in section IV along with their corresponding decision drivers and impacts. Based on our dataset, which contains generated models, we derived a ground truth as well as a set of metrics to measure the proportion of the support of each practice. Next, we defined a rating scheme on support or violation of best practices and refined the ground truth assessment. The generated models, the rating scheme, and ground truth assessment were independently analyzed by two industrial security experts, each with around 5 years of experience in developing and architecting cloud-based systems. We discussed each assessment with the experts until a consensus was reached and used the ground truth data to assess how well the hypothesized metrics can possibly predict the ground truth data by performing an ordinal regression analysis.

B. Model Selection Methods

This study focuses on conformance to security-related features and practices in IaC deployment models. To be able to study this, we first performed an iterative study of a variety of IaC knowledge sources. Next, we refined a meta-model, which contains all the required elements to help us reconstruct the actual architecture that gets deployed by the IaC model. For problem investigation and as an evaluation model set for eventually creating a ground truth for our study, we gathered a number of IaC systems, summarized in Table I. Each of them is taken directly from a system published by practitioners (on GitHub and/or practitioner blogs) from 9 independent sources. We mostly used search engines to find all systems used in this study. Searching in such engines might lead to selection bias and to different types of data [29]. For avoiding such a selection bias we initially started our research with keywords taken from AWS [9], OWASP [10], [11], [12] and the Cloud Security Alliance [13], [14] such as Infrastructure Architecture Security, Infrastructure Hardening, Monitoring and Logging and Security Groups and Traffic Control etc. We used major search engines (e.g. Google, Bing, DuckDuckGo) and topic portals (e.g. InfoQ, DZone) to find relevant practitioner texts.

The systems we found were developed by practitioners with relevant experience, which justifies the assumption that they provide a good representation of the IaC security-related best practices summarized in Section IV. We performed a fully manual static code analysis for the IaC models that are in the repos together with the application source code. For model creation, we used our existing modeling tool Codeable Models, a Python implementation for the precise specification of meta-models, models, and model instances in code. The result is a set of precisely modeled component models of the software systems. Variations were modeled to cover the complete design space, including also the bad practices that can cause a violation, of our three ADDs and described in Section IV according to the referenced practitioner sources. Apart from the variations described in Table II all other system aspects remained the same as in the base models. This resulted in a total of 21 models summarized in Table IV. We assume that our evaluation models are close to models used in practice and real-world practical needs. As many of them are open source systems with the purpose of demonstrating practices, they are

https://github.com/uzdun/CodeableModels
C. Metrics Definition, Ground Truth Calculation, and Statistical Evaluation Methods

We defined a set of metrics for each ADD to measure conformance to the respective practices in the design decisions from Section IV, i.e. at least one metric per major feature/practice. Based on the manual assessment of the models from Table II, we derived a ground truth for our study (the ground truth and its calculation rules are described in Section V). The ground truth is established by assessing whether each decision option is supported, partially supported, or not supported. We combined the outcome of all decision’s options and then derived an ordinal assessment on how well the decision is supported in each model, using the scale:

- ++: very well supported;
- +: well supported, but aspects of the solution could be improved;
- ~: serious flaws in the security design, but substantial support can already be found in the system;
- -: serious flaws in the security design, but initial support can already be found in the system;
- --: no support for the security tactic can be found in the system.

We discussed this assessment scheme with the two industrial security experts until a consensus was reached. The authors assessed all the system models and the variants for conformance to each of the ADDs, and the assessments are again reviewed by the two industrial security experts.

Our scale does not assume equal distances, but it assumes the given order. We then used the ground truth data to assess how well the defined metrics can predict the ground truth data by performing an ordinal regression analysis.

Ordinal regression is a widely used method for modeling an ordinal response’s dependence on a set of independent predictors. For the ordinal regression analysis we used the lrm function from the rms package in R [30].

D. Methods for IaC Architectural Reconstruction

From an abstract point of view, an IaC system is composed of nodes and connectors with a set of nodes types and a set of connector types. Our paper has the goal to automate metrics calculation and assessment based on the node model of an IaC system. That is, if the system is manually modeled or the model can be derived automatically from the IaC scripts, our approach is applicable. For modeling IaC deployment models we followed the method reported in our previous work [31]. All the code and models used in and produced as part of this study have been made available online for reproducibility.

In the context of this approach, and based on our work [32], we have introduced a number of detectors in order to automatically reconstruct the IaC architecture from the source code. Combining the automatic reconstruction with the automatic metrics calculation, the overall assessment process can be improved. So far we have done this only for one system and for one technology (S4 in Table I) fully and are developing extensions for the other systems at the moment. A detector is a piece of code that looks for specific characteristics in the IaC deployment model and produces architectural information.

The idea is that by having many of these, all lightweight and possibly looking at different languages (e.g. Ansible, Terraform), then deployment architectures can be extracted in an automatic way. Figure 3 shows the resulting model after applying our detectors. Moreover, from the grounded theory analysis, we defined deployment meta-models, in which nodes are extended by the stereotype nodes types and connectors by the stereotype connector types, to reconstruct model instances for the deployments.

E. The Tool Flow of the Approach

Figure 2 illustrates the general tool flow architecture on how the building blocks interact. Using the detectors it’s possible to generate models from our modeling tool Codeable Models. As Figure 2 shows, the user can be either a developer or an architect. The architect specifies the architecture abstraction specification for an IaC system, while the developer implements it in the IaC scripts potentially of different technologies. However, both can be involved in the development of detectors. The user can use the architecture specification, IaC scripts and the detector toolchain to generate the IaC deployment model. The architecture specification and the IaC scripts are the inputs of the detector component. The detector performs the detections, and, if successful, uses a code generator to generate the Codeable Models code. The generator uses the deployment meta-model to generate the IaC deployment model. It also contains a visualization generator for generating PlantUML diagrams such as the one in Figure 3.

IV. IAC SECURITY-RELATED ADDS

In this section, we briefly introduce the three security-related decisions along with their decision options (i.e. the relevant patterns and practices) which we studied for this paper. We also discuss the impact on relevant security aspects, which we later on use as an argumentation for our manual ground truth assessment in Section V.

a) Security Observability: An important aspect in deployment architectures is to be able to identify and respond to what is happening within a system, what resources need to be observed, and inspect what is causing a possible issue. Using observability practices to collect, aggregate, and analyze log data and metrics is a key for establishing and maintaining more secure, flexible, and comprehensive systems [13]. Moreover, collecting and analysing information improves the detection of suspicious system behavior or unauthorised system changes on the network and can facilitate the definition of different behavior types, in which an alert should be triggered. A crucial decision in infrastructure observability is Server Monitoring which is an essential process of observing the activity on servers, either physical or virtual. A single server can support hundreds or even thousands of requests simultaneously. As

\[\text{https://doi.org/10.5281/zenodo.6559385}\]
... and enterprise information security [10]. There are possible issues. Authentication is the process of determining this, a secure authentication practice would address most of the interactions between a user and a cloud-application are. For cloud-based systems is how stable, verifiable, and secure the number of ways authentication can be achieved. At the level of deployment architectures, one strongly recommended practice is the SSL Protocol-Based Authentication [33] in which a cryptographic protocol (SSL/TLS) encrypts the data that is exchanged between a web server and a user [11] and provides means for authentication of the connection. An alternative practice is Token-Based Authentication [34], a protocol which allows users to verify their identity, and in return receive a unique access token for a specified time period. A similar practice but without granting tokens for a limited time period is API Keys based authentication [27], which utilizes a unique identifier to authenticate a user or a calling program to an API. However, they are typically used to authenticate a project with the API rather than a human user. A less secure practice and not recommended for security critical interactions is Plaintext Authentication (or Shared Secret Based Authentication), where the user name and password are submitted to the server in plaintext, being easily visible in any intermediate router on the Internet. An authentication practice that can be implemented...
Model Size
8 nodes
10 nodes
12 nodes
14 nodes
16 nodes
6 nodes
8 nodes
9 nodes
14 nodes
12 nodes
9 nodes
8 nodes
8 nodes
Description / Source
Consul-based application with specified security groups (from [https://github.com/apiacademy/microservices-deployment]).
Variant of S1 which uses API keys authentication practice.
Variant of S1 which uses Plaintext authentication practice.
Elasticsearch, Logstash, and Kibana (ELK)-based system using metrics collection and log management tools (from [https://github.com/ryanmcdermott/terraform-microservices-example]).
Variant of S4 using Ingress Traffic Control and partial support of SSL-Based Authentication.
Variant of S4 using Ingress Traffic Control and full support of Token-Based Authentication.
ELK-based system using metrics collection and application monitoring related tools (from [https://github.com/deviantony/docker-elk]).
Variant of S7 with additional servers and Plaintext Authentication.
Variant of S8 using additional tools for centralized log management, service availability and performance analytics as well as Ingress and Egress traffic control, Token-Based Authentication and Single Sign-On authentication.
ELK-based system using metrics collection related tools (from [https://github.com/ManuelMourato25/elastic-stack-architecture-example]).
Variant of S10 using Application monitoring, Ingress traffic control and Security groups.
ELK-based system using metrics collection and log management tools as well as security groups (from [https://github.com/frahmeto/Elk-Stack-Project-1]).
Variant of S12 using additional Application monitoring, service availability, performance analytics and API keys authentication.
ELK-TLS-based system using metrics collection, log management, performance analytics and endpoint security tools (from [https://github.com/swimlane/elk-tls-docker]).
Variant of S14 using additional servers and Application monitoring and Application monitoring and SSL-Based Authentication, ingress traffic control and Single Sign-On authentication.
Java ELK-based system with service availability and log management tools (from [https://github.com/twogg-git/java-elk]).
Variant of S16 using only Plaintext authentication and no additional tool to support other features.
Variant of S16 which uses application monitoring, Ingress and Egress traffic control and security groups.
Openshift-based application with application monitoring and metrics collection tools (from [https://github.com/redhat-helloworld-msa/k]).
Variant of S19 with SSL-based and Single Sign-On authentication.
Terraform application deployed in AWS with metric collection tool and security groups (from [https://github.com/ryanmcdermott/terraform-microservices-example]).

TABLE I: Selected IaC Deployments Models: Size, Details, and Sources

additionally is the Single Sign-On (SSO) [35]. This is a method that can allow users to log into one application and gain access to multiple applications. The goal of SSO is to make it unnecessary for users to have numerous kinds of credentials also benefits them because it allows them to log-off from all system components that use SSO with a single request. In this way, SSO can enable users to improve passwords by getting rid of the need to remember and use them for every single application. Offering the best combination of simplicity and security for users.

c) Security Traffic Control: Controlling incoming and outgoing traffic in a system can significantly improve the overall security. Two common practices in this field are Ingress and Egress Traffic Control. Optimally, a system should fully support both practices. Egress Traffic Control [36] refers to traffic that exits a network boundary, while Ingress Traffic Control [37] refers to traffic that enters the boundary of a network. The ability to control what is entering a system is of significant importance for security assurance, since it can prevent possible attacks from outside of the network, where many possible attacks originate. Furthermore, it is important to reduce the vulnerability as much as possible and prevent the attackers from using a cluster for further attacks on external services or systems outside of the cluster. This requires securing control of egress traffic. Both practices can be specified by security rules implementing security groups [9] that act as a virtual firewall for a system.

V. GROUND TRUTH CALCULATIONS FOR THE STUDY

In this section, we report for each of the ADDs from Section IV how the ground truth data is calculated based on manual assessment whether each of the relevant practices is either Supported (S), Partially Supported (P), or Not-Supported (N) in Table II. Following the information taken from the description of the impacts of the various decision options in Section IV we combined the outcome of all decision options
to derive an ordinal assessment on how well the decision as a whole is supported in each model, using the ordinal scale in Section III-C. This was done according to best practices documented in literature and experts assessment. For instance, following the ordinal scale the assessment for the model S4 is ~+: serious flaws in the security design, but substantial support can already be found in the system, since the practices Services Availability Bugs and Performance Management and Application Monitoring are not supported. The ordinal results of assessments are reported in the Assessments rows of Table II.

Following the argumentation, for the Security Observability related practices, we can derive the following scoring scheme for our ground truth assessment of this decision:

- ++: All server nodes support Server Monitoring, Application Monitoring, Centralized Log Management, System Metrics Collection, Services Availability and Monitoring and Performance Analytics.
- +: All server nodes support Server Monitoring and Application Monitoring and one or more of the practices Centralized Log Management, System Metrics Collection, Services Availability and Monitoring and Performance Analytics is supported.
- ~: The majority of the server nodes support Server Monitoring and Application Monitoring and one or more of the practices Centralized Log Management, System Metrics Collection, Services Availability and Monitoring and Performance Analytics is supported.
- −: Some of the server nodes support Server Monitoring and/or Application Monitoring.
- −−: None of the server nodes support monitoring.

From the argumentation for the Security Access Control decision, we can derive the following scoring scheme for our ground truth assessment:

- ++: All server nodes support SSL-Based Authentication or Token-Based Authentication and Single Sign-On authentication.
- +: All server nodes support Token-Based Authentication or SSL-Based Authentication.
- ~: All server nodes are authenticated and some of those only support API Keys-Based Authentication.
- −: All server nodes are authenticated and some of those only support Plaintext-Based Authentication.
- −−: None of the server nodes support authentication.

Finally, from the argumentation for the Security Traffic Control decision, we can derive the following scoring scheme for our ground truth assessment:

- ++: All server nodes support Ingress Traffic Control and Egress Traffic Control.
- +: All server nodes support Ingress Traffic Control and Egress Traffic Control to the majority of system nodes.
- ~: All server nodes support Ingress Traffic Control and Egress Traffic Control not to the majority of system nodes.
- −: The majority of server nodes support Ingress Traffic Control.
- −−: No traffic control is supported.

VI. METRICS

In this section, we describe the metrics we have hypothesized for each of the decisions described in Section V. They are deliberately rather simple, as to represent each decision point in our design decisions. The metrics, are a continuous value with range from 0 to 1, with 1 representing the optimal case where a set of patterns is fully supported, and 0 the worst-case scenario where it is completely absent, except Plaintext Authentication utilization metric in which the scale is reversed in comparison to the others, because here we detect the presence of an anti-pattern: the optimal result of our metrics is 0, and 1 is the worst-case result. Using the model computed in the ordinal regression analysis below, we then provide more complex metrics per decision in section IV.

A. Metrics for the Security Observability Decision

**Server Monitoring metric** (SEM). This metric returns the proportion of Server Nodes that support server monitoring.

\[ SEM = \frac{\text{Server Monitoring Support}}{\text{Number of Server Nodes}} \]

**Application Monitoring Support metric** (AMS). This metric measures the proportion of servers that support Application Monitoring.

\[ AMS = \frac{\text{Number of Application Monitoring Links}}{\text{Number of Server Nodes}} \]

**System Metrics Collection Support metric** (SMC). This metric measures the proportion of servers that support System Metrics Collection tools.

\[ SMC = \frac{\text{Number of System Metrics Collection Links}}{\text{Number of Server Nodes}} \]

**Centralized Log Management Support metric** (CLM). This metric measures the proportion of servers that support Centralized Log Management tools.

\[ CLM = \frac{\text{Number of Centralized Log Management Links}}{\text{Number of Server Nodes}} \]

**Service Availability Support metric** (SAS). This metric measures the proportion of servers that support Service Availability tools.

\[ SAS = \frac{\text{Number of Service Availability Links}}{\text{Number of Server Nodes}} \]

**Monitoring and Performance Analytics Support metric** (PAS). This metric measures the proportion of servers that support Monitoring and Performance Analytics tools.

\[ PAS = \frac{\text{Number of Monitoring and Performance Analytics Links}}{\text{Number of Server Nodes}} \]
B. Metrics for Security Access Control Decision

**SSL Protocol-based Authentication utilization metric (SSLA).** We defined this metric to measure the proportion of servers that support SSL Protocol-based Authentication.

\[
SSLA = \frac{\text{SSL Protocol-based Authentication Support}}{\text{Number of Server Nodes}}
\]

**Token-Based Authentication utilization metric (TBA).** This metric measures the proportion of servers that support Token-Based Authentication.

\[
TBA = \frac{\text{Token-Based Authentication Support}}{\text{Number of Server Nodes}}
\]

**API Keys utilization metric (API).** This metric measures the proportion of servers that support API Keys.

\[
API = \frac{\text{API Keys Support}}{\text{Number of Server Nodes}}
\]

**Plaintext Authentication utilization metric (PLA).** This metric measures the proportion of servers that support Plaintext Authentication.

\[
PLA = \frac{\text{Plaintext Authentication Support}}{\text{Number of Server Nodes}}
\]

**Single Sign-On Authentication utilization metric (SSO).** This metric measures the proportion of servers that support Single Sign-On Authentication.

\[
SSO = \frac{\text{Single Sign-On Authentication Support}}{\text{Number of Server Nodes}}
\]

C. Metrics for Security Traffic Control Decision

**Ingress Traffic Control utilization metric (ING).** We defined this metric to measure the proportion of servers that support Ingress Traffic Control.

\[
ING = \frac{\text{Ingress Traffic Control Support}}{\text{Number of Server Nodes}}
\]

**Egress Traffic Control utilization metric (EGR).** We defined this metric to measure the proportion of servers that support Egress Traffic Control.

\[
EGR = \frac{\text{Egress Traffic Control Support}}{\text{Number of Server Nodes}}
\]

VII. EVALUATION OF OUR APPROACH

In this section, we present and discuss the results of the metrics calculations for our models as well as the results of the ordinal regression analysis. The metrics calculations for each model per each decision metric are presented in Table III. The dependent outcome variables are the ground truth assessments for each decision, as described in Section \[\text{V}\] and summarized in Table II. The metrics defined in Section \[\text{V}\] and summarized in Table III are used as the independent predictor variables. The ground truth assessments are ordinal variables, while all the independent variables are measured on a scale from 0.0 to 1.0. The objective of the analysis is to predict the likelihood of the dependent outcome variable for each of the decisions by using the relevant metrics for each decision.

Each resulting regression model consists of a baseline intercept and the independent variables multiplied by coefficients. There are different intercepts for each of the value transitions of the dependent variable \(\geq [\cdot] \): serious flaws in the security design, but initial support can already be found in the system, \(\geq [\sim] \): serious flaws in the security design, but substantial support can already be found in the system, \(\geq [+\cdot] \): well supported, but aspects of the solution could be improved, \(\geq [+\sim] \): very well supported, while the coefficients reflect the impact of each independent variable on the outcome.

The statistical significance of each regression model is assessed by the p-value; the smaller the p-value, the stronger the model is. A p-value smaller than 0.05 is generally considered statistically significant [38]. In Table IV we report the p-value; the smaller the p-value, the stronger the impact of each independent variable on the outcome.
values for the resulting models, which in all cases are very low, indicating that the sets of metrics we have defined are able to predict the ground truth assessment for each decision with a high level of accuracy.

Often, the C-index, which is also called concordance index and is equivalent to the area under the Receiver Operating Characteristic (ROC) curve, is reported in the statistical literature as a measure of the predictive power of ordinal regression models [39]. The C-index is a metric to evaluate the predictions made by an algorithm. Values over 0.7 indicate a good model, whereas values over 0.8 indicate a strong model. A value of 1 means that the model perfectly predicts those group members who will experience a certain outcome and is equivalent to the area under the ROC curve. The C-index is calculated as the proportion of all possible pairs of observations that are correctly classified by the model. Values over 0.7 indicate a good model, whereas values over 0.8 indicate a strong model.

VIII. Discussion

A. Discussion of Research Questions

To answer RQ1 and RQ2, we proposed a set of generic, technology-independent metrics for each IaC decision, and to each decision option corresponds at least one metric. We established the ground truth to objectively assessed how well patterns and/or practices are supported in each model, and extrapolated this to how well the broader decision is supported. We defined a set of generic, technology independent metrics to automatically and numerically assess each pattern’s implementation in each model, and performed an ordinal regression analysis using these metrics as independent variables to predict the ground truth assessment. Our results show that every set of decision-related metrics can predict with high accuracy our objectively evaluated assessment. This suggests that an automatic metrics-based assessment of a system’s conformance to ADD’s options is possible with a high degree of confidence.

Here, we make the assumption that the infrastructure code can be mapped to the models used in our work. For enabling

<table>
<thead>
<tr>
<th>TABLE III: Metrics Calculation Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metrics</td>
</tr>
<tr>
<td>Security Access Control</td>
</tr>
<tr>
<td>SSO</td>
</tr>
<tr>
<td>EGR</td>
</tr>
<tr>
<td>Security Traffic Control</td>
</tr>
<tr>
<td>ING</td>
</tr>
<tr>
<td>EGR</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE IV: Regression Analysis Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Security Observability</td>
</tr>
<tr>
<td>Intercept: ≥ [-]</td>
</tr>
<tr>
<td>Intercept: ≥ [+]+</td>
</tr>
<tr>
<td>Intercept: ≥ [+]+</td>
</tr>
<tr>
<td>Intercept: ≥ [+]+</td>
</tr>
<tr>
<td>Metric Coefficient (SEM)</td>
</tr>
<tr>
<td>Metric Coefficient (APM)</td>
</tr>
<tr>
<td>Metric Coefficient (SSO)</td>
</tr>
<tr>
<td>Metric Coefficient (SAS)</td>
</tr>
<tr>
<td>Metric Coefficient (PAS)</td>
</tr>
<tr>
<td>Model p-value</td>
</tr>
<tr>
<td>Model C-index (original)</td>
</tr>
<tr>
<td>Model C-index (bias-corrected)</td>
</tr>
<tr>
<td>Security Access Control</td>
</tr>
<tr>
<td>Intercept: ≥ [-]</td>
</tr>
<tr>
<td>Intercept: ≥ [+]+</td>
</tr>
<tr>
<td>Intercept: ≥ [+]+</td>
</tr>
<tr>
<td>Intercept: ≥ [+]+</td>
</tr>
<tr>
<td>Metric Coefficient (SSO)</td>
</tr>
<tr>
<td>Metric Coefficient (TBA)</td>
</tr>
<tr>
<td>Metric Coefficient (API)</td>
</tr>
<tr>
<td>Metric Coefficient (PLA)</td>
</tr>
<tr>
<td>Metric Coefficient (SSO)</td>
</tr>
<tr>
<td>Model p-value</td>
</tr>
<tr>
<td>Model C-index (original)</td>
</tr>
<tr>
<td>Model C-index (bias-corrected)</td>
</tr>
<tr>
<td>Security Traffic Control</td>
</tr>
<tr>
<td>Intercept: ≥ [-]</td>
</tr>
<tr>
<td>Intercept: ≥ [+]+</td>
</tr>
<tr>
<td>Intercept: ≥ [+]+</td>
</tr>
<tr>
<td>Intercept: ≥ [+]+</td>
</tr>
<tr>
<td>Metric Coefficient (ING)</td>
</tr>
<tr>
<td>Metric Coefficient (EGR)</td>
</tr>
<tr>
<td>Model p-value</td>
</tr>
<tr>
<td>Model C-index (original)</td>
</tr>
<tr>
<td>Model C-index (bias-corrected)</td>
</tr>
</tbody>
</table>
this, we used rather simplistic modeling means, which can easily be mapped from a specific code to the models.

Regarding RQ3, we can assess that our deployment metamodel has no need for major extensions and is easy to map to existing modeling practices. More specifically, in order to fully model our evaluation model set, we needed to introduce 13 device type nodes and 11 execution environment nodes types such as Cloud Server and Virtual Machine respectively, and 6 deployment relation types and 4 deployment node relations. Furthermore, we also introduced a deployment node metamodel to cover all the additional nodes of our decisions, such as Centralized Log Management, which is a subclass of node type. The decisions in Security Observability require modeling several elements such as the Web Server, Container, and Cloud Server nodes types and technology-related connector types (e.g. RESTful HTTP) as well as deployment-related connector types (e.g. Runs on, Deployed in Container). For the Security Access Control and Security Traffic Control decisions, we have introduced additional attributes in the system nodes (e.g. in Web Server) to specify whether an authentication practice is supported or not, and which specific practice is used (e.g. SSL Protocol-Based Authentication). Based on these considerations, we can assess that our decisions and the corresponding model elements can easily be extracted automatically, e.g. with an approach as described in Section III-E.

B. Threats to Validity

We mostly relied on third-party systems as the basis for our study in order to increase the internal validity and thus avoid distorting the system composition and structure. It is possible that our search procedures have resulted in some kind of unconscious exclusion of certain sources; we have mitigated this by putting together a team of authors with years of experience in this field and doing a very general and broad search. As our search was not exhaustive and most of the systems we found were created for demonstration purposes and they were relatively small in size, meaning that some potential architectural elements were not included in our metamodel. Moreover, this contains a potential threat to the external validity of generalization to other, more complex systems. However, we are confident that the documented systems represent a representative cross-section of current practices in this area. Another potential risk is the fact that the system variants were developed by the team of authors themselves. However, this was done in accordance with the best practices documented in the literature. We made sure to only change certain aspects in one variant and to keep all other aspects stable.

Another possible source of compromising internal validity is the modeling process. The team of authors has considerable experience with similar methodologies, and the models of the systems have been repeatedly and independently cross-checked, but the possibility of some interpretive bias remains: other researchers might have coded or modeled differently, resulting in different models. Since our aim was only to find a model that could specify all observed phenomena, and this was achieved, we do not consider this risk to be particularly problematic for our study. The assessment of the basic truth could also be interpreted differently by different practitioners. The individual metrics that are used to evaluate the presence of the individual patterns were deliberately kept as simple as possible in order to avoid false positive results and to enable an evaluation that is independent of technology.

IX. Conclusions and Future Work

In this work we have studied how far it is possible to develop a method to automatically assess security practices in architectural design decisions in the scope of an IaC deployment model. We have shown that this is possible for IaC security-related decisions that contain patterns and practices as decision options. In our approach, we modeled the key aspects of the decision options using a minimal set of deployment model elements, which means that it is possible to automatically extract them from the IaC scripts. Then we defined a number of metrics to cover all the possible decision options and utilized the generated models as a ground truth. We then used statistical methods (ordinal regression analysis) to derive a prediction model. The results show that our metrics set can predict the ground truth assessment with a high level of accuracy.

So far, for security aspects of IaC deployment models, no generic, technology-independent metrics have been studied in depth. According to the discussion in Section II there are studies which are focused on quality assurance of IaC systems, but none specifically address security critical measures. Furthermore, our approach treats deployment architectures as set of nodes and connectors factoring out the technologies used, which is not the case for other studies. Our approach’s goal is a continuous assessment, considering the impact of continuous delivery practices, in which the metrics are assessed in a continuous manner, indicating improvements, stability, and security of deployment architecture conformance.

As future work, we plan to study more decisions and related metrics, and to create a larger data set, thus better supporting tasks such as early architecture assessment in a project.
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