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Abstract—Data sovereignty upholds that data is subject to the
rules of the data provider and the applicable laws of the country
where the data is collected. To achieve data sovereignty, various
approaches have been proposed which rely on cloud computing
resources to provide users with the necessary functionality to
exchange sovereign data. However, when users are located far
away from the cloud, using cloud resources can cause delays
and potential network bandwidth bottlenecks. To address such
issues, we propose an architecture that relies on edge computing
resources. In this architecture, the components that handle the
transfer of sovereign data are placed on-premise, allowing users
to exchange data without using the cloud. To evaluate our
approach, we conduct various experiments in a real-world setting
using a system that follows the proposed architecture and a
baseline that relies on the cloud. The results show that the
proposed approach provides significant benefits, such as a ~20%
latency reduction and increased network bandwidth.

Index Terms—Data Sovereignty, Edge Computing, Cloud Com-
puting, Dataspace Connector, Data Spaces, Sovereign Data

I. INTRODUCTION

Data Sovereignty is a novel concept in the distributed
systems community, which refers to the distribution and usage
of data [1]. According to data sovereignty, data is subject
to the laws of the country in which it is collected, and the
constraints of the data provider who may define how the
data can be used, in what context, and by whom, among
others. This concept is becoming increasingly important in
modern societies because governments realize that due to
cloud computing, data collected internally (e.g., from local
citizens) may be exported abroad where it is processed and
exploited disregarding the privacy regulations of the origin
country [2], [3]. In addition, data that is hosted outside the
origin country becomes subject to the laws of the host country.
This can lead to the exposure of sensitive information to
the host country’s government [2]. Such reasons motivate
lawmakers to create preventive laws such as the European
GDPR [4], or the USA ban on Huawei [1]. Furthermore,
countries (such as Canada) issue white papers and guidelines
to raise awareness about data sovereignty and protect the
privacy of the citizens [5].

To comply with the concept of data sovereignty, various
initiatives have been formed consisting of both academic and
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industrial partners [1], [6], [7]. Their prime goal is to design
architectures and mechanisms that enable the exchange of
sovereign data, i.e., data that maintain its sovereignty while
being transferred [1]. Examples of such initiatives are the
International Data Spaces Association (IDSA) and Gaia-X,
which drive the adoption of sovereign data with software,
documentation and events [8].

Despite the broad support, data sovereignty is still in its
infancy. Therefore, the existing approaches for transferring
sovereign data are at an early stage and might be further
improved. In current architectures, for example, the data is
usually not stored in the cloud due to sovereignty concerns.
However, other components may be placed in the cloud [9].
Such components can be related to, e.g., authentication mech-
anisms, or system monitoring [10], [11]. Another component
that may be placed in the cloud is the connector which handles
the transfer of the data [12]. While there can be incentives
for placing components in the cloud (as discussed later on in
Section IV-A), communication with a cloud may result in high
latency and network bandwidth bottlenecks [13]. Such side
effects of the cloud may reduce the quality of experience of
the users and hinder the adoption of data sovereignty systems.

To tackle these problems, in this paper we propose an ar-
chitecture that relies on edge computing resources for hosting
both the data and the connector. In addition, we implement a
system that is based on the proposed architecture and enables
the transfer of sovereign data between users without accessing
the cloud. To evaluate our approach, we deploy our system
in a real-world setting with users that reside in different
countries, and we conduct various experiments. The results
show significant performance benefits such as reduced commu-
nication latency and increased network bandwidth compared
to a baseline that uses cloud computing resources.

The remainder of this paper is organized as follows: In
Section II, we present related work. Then, in Section III,
we describe a system model for sovereign data exchange.
Afterward, Section IV presents the proposed approach, and
Section V provides an empirical evaluation. Finally, Section VI
concludes this paper and suggests future research directions.

II. RELATED WORK

Related work on data sovereignty can be found in con-
ceptual and review papers as well as white papers and re-



ports [10], [14]. Geisler et al. [15] provide a comprehensive
view of data ecosystems and analyze relevant requirements and
challenges related to handling data when considering privacy
and sovereignty aspects. Kotka et al. [16] analyze the legal
aspect of moving sensitive data to the cloud while taking into
account data sovereignty and applicable data protection facets.
Firdausy et al. [12] discuss the applicability of data sovereignty
to enterprises and organizations. Solmaz et al. [17] discuss data
spaces, i.e., controlled environments in which sovereign data
is exchanged, and focus on motivation, technical developments
and challenges related to data interoperability. Finally, Brost et
al. [18] point out the value of data in the context of industrial
data spaces, and focus on security aspects and usage control,
i.e., techniques for ensuring that data is used as dictated by
the data provider. While these works do provide significant
contributions to the field of data sovereignty, they do not
produce quantitative results from an actual implementation
which is the goal of the work at hand.

There is also related work from contributions with imple-
mentations and results, which is, however, not as extensive.
Qarawlus et al. [19] and also Nast et al. [20] address the
problem of handling sovereign data from devices with lim-
ited hardware resources. Qarawlus et al. focus on messaging
schemes, while Nast et al. aim at designing a specialized
connector that exposes sovereign data based on a standardized
API. Sarabia-Jacome et al. [21] propose a system for sovereign
data exchange that targets a seaport use case in which data
from the port terminal is shared with a port authority using
the FIWARE platform [22]. Liang et al. [23] propose a system
for sharing personal health data which considers privacy and
sovereignty. In the proposed system, health data from wearable
devices is uploaded to the cloud. To access this data, a user
needs to give explicit consent, e.g., to an insurance company.
Notably, such approaches do not discuss the difference be-
tween placing the connector in the cloud and placing it at the
edge. To the best of our knowledge, this paper is one of the
first works that provide empirical results regarding the latency
of transferring sovereign data using edge resources.

III. SYSTEM MODEL

In this section, we present a system model for facilitating
the exchange of sovereign data. Our model is based on widely-
accepted reference architectures from the literature and aligns
with the principles of data sovereignty [6], [10], [24]. To make
this system model comprehensible, first, we introduce the uti-
lized terminology in Section III-A. Afterward, in Section III-B,
we describe the essential components of the system along with
the basic interactions among these components.

A. Nomenclature

In a system for sovereign data exchange, there are data
consumers and data providers. A consumer is an individual,
organization, or application that wants to acquire sovereign
data, and use it according to its terms of use. A provider
is an individual or organization that owns data and wants
to share this data with others that plan to use it according
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Fig. 1: System architecture for sovereign data exchange.

to its terms of use. Sovereign data, or more specifically, a
sovereign dataset is a dataset which is accompanied by terms
of use that have been created by the data provider and comply
with local laws and regulations. The terms of use dictate
how the data can be used. Specifically, the terms of use may
specify the type of allowed processing (e.g., algorithms related
to statistics, machine learning, etc.), the duration of allowed
processing (e.g., for one month, or other), redistribution rules,
and other prohibitions and constraints. The collection of all the
terms of use is referred to as the dataset’s policy. Policies can
be formulated using ODRL (Open Digital Rights Language)
which provides an expression of rights based on json or xml.

To handle the acquisition and acceptance of policies, a
connector can be used [25]. The connector is a software
application that handles the basic interactions for exchanging
sovereign data, e.g., requesting a dataset, agreeing to the
policy, and transferring the dataset from the provider to the
consumer. Thus, the connector also aids in achieving interop-
erability between data providers and data consumers.

In addition to the connector, a system for sovereign data
exchange may include federated services provided by a trusted
organization [24]. The federated services are software appli-
cations that can be used by all participants, i.e., both providers
and consumers. Two important federated services are the
trusted authority, and the clearing house [10]. The trusted
authority validates the identity of the connectors and ensures
trust among providers and consumers. The clearing house
logs all the interactions that take place within the system, and
aids in resolving conflicts (e.g., if a consumer claims that the
agreed dataset has not been transferred, but the provider claims
otherwise). These two federated services aim at ensuring that
for any sovereign data transfer, there are transcripts regarding
the identity of the participants and the agreed policy.

B. Architecture

A system that facilitates sovereign data consists of various
components that can be deployed in the cloud (e.g., using
a commercial cloud provider such as Google) and/or at the
edge (e.g., using private on-premise computing resources), as
shown in Fig. 1. Even though such a system might comprise



multiple data providers and data consumers, Fig. 1 presents
a basic depiction with one provider and one consumer. As
shown in Fig. 1, the provider has local storage which hosts
the sovereign data. Similarly, the consumer has local storage
for hosting the data once acquired by the provider. In addition,
both the provider and the consumer have a local app (i.e.,
a front-end application) that provides a user interface to the
system. For example, through the app, the provider can interact
with the provider connector. Similarly, the consumer can
interact with the consumer connector. Both connectors are
typically deployed in the cloud (this is further discussed in
Section IV-A). The federated services which aim at being used
by all participants are also placed in the cloud [10], [24].

To exchange sovereign data, initially, the provider registers
a dataset at the provider connector. To do so, the provider
submits to the connector the policy of the dataset, and the
means to pull the dataset from the provider’s storage (e.g., via
a communication protocol such as HTTP). When a dataset is
registered at the provider connector, consumers may request
it. To do that, a consumer (via the consumer app) makes a call
to the consumer connector to request a registered dataset from
the provider connector [6]. The sequence of steps that follow
to request and transfer a sovereign dataset is shown in Fig. 2.

In Step 1 of Fig. 2, the consumer connector requests a
dataset from the provider connector. The provider connector
responds with the policy of the dataset (Step 2). The consumer
examines this policy and signs a contract to abide by the
dataset’s terms of use (Step 3). The provider connector accepts
and responds with a contract agreement (Step 4). The con-
sumer connector then requests a transfer of the agreed dataset
(Step 5). In this request, the consumer connector includes a file
path to the consumer’s storage (and additional credentials to
access this storage if needed). Finally, the provider connector
pulls the dataset from the storage of the provider (Steps 6
and 7) and pushes the dataset to the storage of the consumer
(Steps 8 and 9). This concludes the transfer (Step 10).

While Fig. 2 shows interactions among the basic compo-
nents of the system, more interactions may be necessary, e.g.,
with the federated services. For example, a consumer may
need to run queries and search for useful sovereign datasets
offered by any provider. Such queries can be performed to
a federated service that acts as a central catalog for all
providers to advertise their data (e.g., using metadata or self-
descriptions [24]). By searching this catalog, the consumer
can discover the addresses of provider connectors with useful
datasets and proceed to request any of these datasets using the
consumer connector (as shown in Fig. 2).

IV. SOVEREIGN DATA WITH EDGE COMPUTING

In this section, we propose an architecture for enabling
sovereign data, which leverages edge resources to provide ad-
ditional functionality and improved performance. To this end,
in Section IV-A we provide some key observations regarding
the location of the system components and potential benefits
that may derive from the use of edge computing resources.
Then, we describe the proposed architecture in Section IV-B.
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Fig. 2: Transfer of a sovereign dataset.

A. Observations

As shown in Fig. 1, both the provider and the consumer
use on-premise storage for hosting sovereign datasets. This
is important because third-party storage (e.g., using cloud
services) can go against the principles of data sovereignty [3].
For example, a sovereign dataset must be used according to
its policy. However, storage providers do not typically provide
policy guarantees. On the contrary, it is usually the users of
the storage that must agree to the terms of use of the storage
provider, which may include anonymized processing of stored
data without considering each dataset’s policy [3]. For this
reason, on-premise storage is preferred for sovereign data.

The connectors, on the other hand, might be deployed either
in the cloud or at the edge [12], [26]. Nevertheless, early
deployments seem to focus on the cloud [27], [28]. There
may be various reasons for this. The cloud provides general-
purpose scalable resources that can be used at a low price
without the need to buy or maintain any equipment [29]. Thus,
using the cloud for the connectors provides ease, flexibility and
scalability [30]. The connectors do store information regarding
datasets and policies, but they do not store the actual data.
Even during the transfer, the provider connector pulls a stream
of data from the provider storage and pushes it to the consumer
storage without storing it (as discussed in Section III-B). Thus,
deploying the connectors in the cloud does not breach the
concept of sovereignty, as long as the location of the cloud is
not in a prohibited area.

Interestingly, the possibility to run connectors in the cloud
has created novel business opportunities for platform-as-a-



service approaches [28], which are also referred to as Data
Sovereignty-as-a-Service or Connector-as-a-Service [31]. In
such approaches, the service provider deploys an instance
of a connector in the cloud and handles all the necessary
maintenance and interactions with federated services. By using
this service, users can make full use of a sovereign data
exchange system without running and maintaining a connector.
Instead, users only need to register datasets and define policies.

While deploying the connectors in the cloud can be justified
by such valid reasons, it may also have some side effects.
When the provider connector pulls the data from the source
(i.e., the provider storage) and pushes it to the destination
(i.e., the consumer storage), there is no consideration for the
network path that the data follows, the latency to transfer the
data or the bandwidth utilization in the underlying network.
Thus, there may be cases when the source and the destination
reside nearby, but the data is transferred through a remote
cloud thereby utilizing additional network resources and in-
creasing the latency of the transfer [32]. While this specific
problem has not been widely researched in the context of data
sovereignty yet, similar problems regarding transferring data
through a remote cloud have been addressed in the context
of edge computing and the IoT [33]-[38]. For this reason, in
the next section, we propose an architecture for sovereign data
exchange that is inspired by edge computing, and we advocate
the potential benefits.

B. Proposed System Architecture

To derive the proposed system architecture, first, we con-
sider a typical case of sovereign data transfer, as shown in
Fig. 1. When the provider connector pulls the data from
the provider storage and pushes it to the consumer storage,
the communication latency of the transfer includes the la-
tency of the network path from the provider to the cloud
(Latpro—cioud) and the latency from the cloud to the con-
sumer (Latcioud—con)- This means that the latency of the
transfer through the cloud, i.e., LatCloudp,,—con, can be
formulated as:

LatClOUdPro%Con = LatP'r‘o%Cloud + LatCloud%Con (l)

Thus, the cloud can be considered as a detour on the
network path between the provider and the consumer. Detours
through the cloud are likely to consume a high amount of
network resources, while also increasing the latency [32]. For
this reason, we propose to place the connectors on-premise,
as shown in Fig. 3. In this case, the provider connector and
the consumer connector are placed at the provider site and
the consumer site, respectively. The connectors can still be
accessed by users through the user’s app. Also, the connectors
can still communicate with the federated services that are
deployed in the cloud. However, since both of the connectors
are now at the edge of the network, they might be able to
communicate with each other without the need to go through
a remote cloud. This may be able to provide performance
benefits and additional functionality that are associated with
the use of edge resources (as discussed below).
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Fig. 3: System architecture with on-premise connectors.

Regarding functionality, since the data is transferred directly
from the provider to the consumer, there is no risk of moving
the data through a cloud that is located in an undesignated re-
gion. For example, in case both the provider and the consumer
reside in Austria, there may be a requirement that the data
does not leave the country. However, if the provider connector
runs in a cloud that is located in another country (e.g., in
Switzerland), this requirement is not met because the data
travels through the provider connector’s location. This can be
avoided in the proposed architecture (whereby the provider
connector is placed on the premise of the provider) because
the data is sent from the provider site directly to the consumer
site without going through the cloud.

Regarding performance, the communication latency of the
transfer in the proposed architecture includes the latency of
the provider connector to read the data from the storage and
the latency to send the data to the consumer (Latp,o—con)-
The former can be assumed to approximate zero when the
provider connector is at the provider site because in this case
there is no communication latency (only reading a file from
the filesystem). Thus, the latency of the transfer when the
connectors are placed at the edge, i.e., LatEdgepyo—con, 1S:

LatEdgePro—)Con =0+ LatPro%Con (2)

By comparing equation 1 with equation 2, we note that in
both latencies the source and destination are the same. Nev-
ertheless, equation 1 includes a detour through the cloud. In
case the cloud is on the path from the source to the destination,
the network path of equation 1 will be similar to the path of
equation 2 [39]. Thus, the two latencies will also be similar,
ie., LatEdgepro—scon =~ LatCloudpro—con (3). However,
in case the cloud is not on the path between source and
destination, the network path of equation 1 will be longer (due
to the detour) and consequently, the latency will be higher [32].
Thus, LatEdgepro—con < LatCloudpro—con (4). By unit-
ing equations 3 and 4 applies that:

LatEdgeProHCon S LatCZOUdProﬁCon (5

Therefore, the proposed architecture is expected to pro-
vide similar or lower communication latency for transferring



sovereign data. Presumably, the use of edge computing re-
sources may lead to other benefits as well, such as improved
user experience. This can occur due to reduced response times
when the user interacts with the connector (through the app)
because the connector is now deployed closer to the app for
both the provider and the consumer, as shown in Fig. 3.
Nevertheless, in this paper, and also in our evaluation in
Section V, we focus on benefits related to the transfer of the
data which is the main goal of data sovereignty.

V. EVALUATION

To evaluate our approach, we build a system that follows the
proposed edge architecture (shown in Fig. 3). In addition, we
implement a system that follows the typical cloud architecture
(shown in Fig. 1) which is used as a baseline. The goal of
our evaluation is to compare the two approaches regarding
communication latency and network bandwidth. To this end,
we deploy connectors in the cloud using the Google Cloud
Platform, which are used by the baseline. In addition, we
deploy connectors at the user sites, i.e., in the different
countries, which are used by the proposed approach. The user
sites also include a custom Python-based storage application
that is used for hosting the data. Fig. 4 shows the location of
the cloud in Germany and the user sites in Spain, England,
France, Belgium, Netherlands, Italy, and Poland, which are
all located within Europe, close and farther away from the
cloud. We consider this to be an appropriate area for our
experiments because there are already many European coun-
tries involved with building testbeds and trying out sovereign
data approaches [40]. The connectors we use are based on
the Eclipse Dataspace Connector which is an open-source
software application based on Java that is supported by the
Eclipse foundation [25]. Some additional modifications are
performed on this connector to make it compatible with our
system. All components are connected through the Internet.

For this evaluation, we consider a smart energy use case be-
cause smart energy applications typically include interactions
with the user, e.g., for alerts or real-time analytics, and rely on
low latency for offering prompt response times and high user
experience [32], [41], [42]. Since low latency is the goal of our
approach, we consider this to be an appropriate use case. In our
experiments, we use data from a publicly available dataset with
real measurements from smart meters [43]. We use measure-
ments of different data sizes to represent different applications.
The data sizes we use are 85 Bytes (B) corresponding to
1 measurement, 7 Kilobytes (KB) for measurements of 1 day,
224 KB for 1 month, 1 Megabyte (MB) for 4.5 months, 2 MB
for 9 months and 4 MB for 18 months. For example, the data
size of 1 measurement can represent a safety application in
which the provider is a household that sends sovereign data
to an anomaly-detection service (consumer) which aims at
detecting potential hazards in real time (such as gas leaks,
or malfunctions). Even though for this particular case, the
transfer of smaller data sizes may be considered more relevant
e.g., to transfer every new measurement as soon as it is
available, applications that use larger data sizes, e.g., for real-
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Fig. 4: Location of the cloud and the users in Europe.

time analytics, can also require low latency. For this reason,
larger data sizes are also taken into account.

A. Results

To produce valuable results which represent the general
case, we run 2,520 experiments. In the experiments of the
baseline, the provider connector—which is deployed in the
cloud—follows the process of Fig. 2 to transfer data from the
provider site to the consumer site through the cloud. In the
experiments of the proposed approach, the provider connector—
which now resides at the provider—follows the same process
to transfer data from the site of the provider to the site of
the consumer directly. For both approaches, every user acts
as a data provider that sends sovereign data of different data
sizes to all the other users (that act as consumers in different
countries) multiple times. For each time, we measure the
communication latency and the hop count of the transfer.

To visualize the latency measurements, we present Table |
and Fig. 5. Specifically, Fig. 5 shows the latency of each
data size based on the baseline and the proposed approach.
Table I shows the numerical values of the average, the standard
deviation, and the reduction in the average that stems from
the use of the proposed approach. As shown in Fig. 5, the
communication latency of each approach is similar for very
small data sizes and increases when the data size becomes
larger. The proposed approach has a similar standard deviation
with the baseline, i.e., the distribution of the values is similar.
However, the average latency of our approach is about 20%
lower than the baseline for all data sizes (also shown in
Table I). Moreover, we note that the upper quartile of the

TABLE I: Communication latency in milliseconds (ms) of
each data size and the percentages of reduction.

Baseline Proposed Reduction
avg | stdev | avg | stdev | avg (%)
85 B 63 15 51 16 19
7KB | 63 17 51 17 19
224 KB | 173 51 133 52 23
1 MB | 249 73 198 74 20
2 MB | 266 79 219 82 18
4 MB | 313 84 258 89 18
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Fig. 5: Communication latency (in ms) of each data size based on the baseline and the proposed approach.

proposed approach is always similar to or less than the average
of the baseline. This means that, in our approach, 75% of the
values are similar to or less than the average value of the
baseline. Furthermore, the minimum values of every data size
in the proposed approach, i.e., the lower whiskers in Fig. 5, are
always at least 50% lower than the corresponding minimum
values of the baseline.

Notably, such a significant reduction in latency (i.e., 50%
or more) occurs for data transfers between users that reside
close to each other, e.g., in Belgium and the Netherlands,
because in this case, transferring the data through the cloud
forms a large detour (as discussed in Section IV-B). We also
note that the maximum values of all data sizes are similar
in both approaches. This happens when the network path of
both approaches is similar, i.e., when the cloud is on the path
from the provider to the consumer. In our experiments, the
maximum latency occurs for transfers between users in Spain
and Poland. In this case, transferring the data through the cloud
does not form a noticeable detour, as shown in Fig. 4. Finally,
we observe that while the percentage of reduction in the aver-
age latency is rather steady (about 20% as shown in Table I),
the actual reduction in ms grows when the data size increases.
The average latency reduction starts at 12 ms for data of 85 B
and grows to 55 ms for data of 4 MB. Considering that the
examined use case aims at detecting hazards potentially in real
time, 20% latency reduction that can also reach 50% may be
considered a significant improvement. Overall, we note that
the results comply with the latency analysis in Section IV-B,
and show that the proposed edge architecture tends to reduce
the communication latency compared to the cloud architecture.
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Fig. 6: Hop count of the data transfers based on the baseline
and the proposed approach.

To further investigate the exchange of sovereign data, we
measure the hop count of the data transfers in both approaches,
because a high number of hops can be associated with delay
and bandwidth bottlenecks [13], [44]. Thus, data transfers over
shorter network paths (i.e., with low hop count) are likely
to have more available bandwidth. In our experiments, the
number of hops between a provider and a consumer is not
affected by the data size, i.e., the same values apply to all data
sizes, so we do not plot the hops of each data size separately.
Fig. 6 shows the hop count of the two examined approaches.
The baseline has an average of 31 hops (with a standard
deviation of 2) and the proposed approach has an average
of 18 hops (with a standard deviation of 5). This accounts for
a 42% reduction in the average with all values of the proposed
approach being less than the baseline, apart from the outliers.
Thus, overall the proposed approach uses shorter paths than
the baseline, which means that the transfer of sovereign data
using our approach is likely to have more available bandwidth.

Regarding the utilization of computational resources, we
note that the two examined approaches perform similarly, e.g.,
CPU utilization in both approaches remains below 5% with
occasional spikes. This happens because the same number of
data transfers is performed in both cases. The main difference
between the two approaches is that the baseline requires two
connectors (a provider connector and a consumer connector) to
be deployed in the cloud and serve all the users. The proposed
approach, on the other hand, requires two connectors (a
provider connector and a consumer connector) to be deployed
on-premise for each user. The former results in the connectors
operating continuously to serve all the users, whereas the
latter results in some connectors being idle when they do not
participate in a data transfer.

VI. CONCLUSION

In this paper, we build a system for sovereign data exchange
that relies on edge computing resources to transfer the data
from a provider to a consumer. We also deploy this system in
a real-world setting and we show that the proposed approach
provides reduced latency and increased bandwidth, compared
to a baseline that relies on the cloud. Due to the promising
results, we consider that interesting future work may include
investigating usage control techniques that can be implemented
at the edge of the network, and examining scalability aspects.
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