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Figure 1: Interactive outline refnement in Pub2Vid. Screenshot of the script writing page. 

ABSTRACT 
Video summaries of scientifc publications have gained more and 
more popularity over the last years, requiring many researchers to 
familiarize themselves with the tools and techniques of video pro-
duction which can be an overwhelming task. This paper introduces 
a video structuring framework embedded into the authoring tool 
Pub2Vid. The tool supports users with the creation of their video 
outline and script, providing real video examples and recommenda-
tions based on the analysis of 40 publication summarization videos 
which were rated in a user study with 68 participants. Following a 
four-tier evaluation methodology, the application’s usability is as-
sessed and improved via amateur and expert interviews, two rounds 
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1 INTRODUCTION 
Videos can play an essential role in the dissemination of scientifc 
fndings, facilitating exchange with other scientists as well as with 
the general public. Research has shown that they can facilitate 
the transport of scientifc messages and help audiences to process 
and recall the presented content [10, 24]. In addition, more and 
more publication authors are invited to produce video summaries 
of their publications for venues such as CHI [16], SIGGRAPH [3] 
or the IEEE CG&A journal [28], which can be a challenging and 
time-consuming task as many beginners do not know how to start 
with the creation of such a video [32]. The aim of this work is to 
support authors with this task by identifying recipes for successful 
videos and embed them into a web application that can be used 
for the video authoring process. As a result, we present a set of 
video recommendations together with a tool which allows users 
to interactively defne their video outline and formulate a video 
script. 

While automated video generation is already possible in the-
ory [13, 34, 44], generating satisfying video summaries based on 
a scientifc publication is challenging. Publication summarization 
approaches usually focus on text output [18, 33, 39, 61] or slide gen-
eration [22] (as described in more detail in Section 2). The diverse 
methods proposed for automatic video generation (e.g., [13, 47, 62]) 
focus on the automatic algorithmic process and have not considered 
factors important to engaging video production. Moreover, to the 
best of our knowledge, only a few tools are known that support 
users with the structuring and script writing process [40], and none 
of them are specialized for scientifc videos. Our approach is a frst 
attempt to close this gap. 

To support researchers with the production of their publication 
summarization videos, we conducted both quantitative and qualita-
tive data collection with researchers of diverse experiences with 
producing video summaries of their work and identifed require-
ments for a video authoring system. We present a solution that 
provides users with a guided workfow for the frst steps of the 
production process, the planning and structuring part, and allows 
users to fexibly use their own resources and techniques for the 
fnal video creation. We developed Pub2Vid, a web application that 
provides users with recommendations for their videos and sup-
ports them in defning an outline and writing a script for their 
voice-over, which can then be exported as a presentation template 
or a text fle. The recommendations and examples in the tool are 
based on existing scientifc videos in the feld of visual computing 
which were analyzed with respect to features such as their duration, 
structure, and the usage of visual and audio elements. The same 
videos were rated during a user study, leading to a set of baseline 
video ratings that were used to derive recommendations for sum-
marization videos, incorporating both qualitative and quantitative 
feedback. The application was evaluated in multiple rounds of us-
ability tests, case studies, and interviews with both, experts and 
nonprofessionals from diferent domains. The results show that 
the application was considered helpful and easy to use by users of 
diferent backgrounds and levels of experience with video creation. 

This work presents four main contributions: 

• A video structuring framework embedded into a web ap-
plication that allows users to plan their videos and receive 
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suggestions together with real video examples, accessible 
under the domain https://pub2vid.web.app/. 

• A set of video recommendations based on ratings of 68 par-
ticipants and a detailed structure analysis of 40 paper sum-
marization videos in selected felds of the computer science 
domain. 

• A four-tier evaluation method, consisting of two rounds of 
usability tests, amateur and expert interviews, and two case 
studies. 

• A dataset consisting of the feature and structure analysis of 
40 videos together with ratings and comments by 68 partici-
pants. 

2 RELATED WORK 
We present three main topical areas that have infuenced our recom-
mendations and the design of our Pub2Vid video authoring system: 
publication summarization, video guidelines and video authoring 
tools. 

2.1 Summarizing scientifc publications 
Content summarization is the process of using machine learning 
techniques or human readers to generate a concise and meaningful 
summary of a large piece of text, such as news or videos, [25, 37], 
literature survey [61], or presentation slides [22]. Diferent ap-
proaches in automatic summarization have been followed over 
the last decades. Most of them cover the summarization of text or 
documents, but recently also other media types have gained atten-
tion. Even though the automatic generation of video summaries 
has been explored already for other domains, such as web con-
tent [34, 44] and longer videos [38], systems that focus on scientifc 
publications are uncommon as most publication summarization 
systems are restricted to text output [18, 33, 39, 61]. DOC2PPT [22] 
is an exception here, being an automatic presentation generator 
that creates slides from scientifc documents by extracting sen-
tence and fgure embeddings from an input publication. While it 
would be easy to transform these slides into a video, the generator 
does not take storytelling techniques or other human input into 
consideration which would still have to be incorporated manually. 

2.2 Video guidelines and analysis 
Guidelines and recommendations for videos can be retrieved from 
various sources, ranging from conference and journal websites [2, 
15, 27] over blogs [20, 59] to scientifc literature. While the majority 
of publications about science video guidelines is based on literature 
reviews in the feld of educational science and psychology [11, 50, 52, 
53], only a few related papers could be found that analyse existing 
videos [46] and combine these results with audience reactions such 
as likes or comments [21, 54]. Other approaches for retrieving rules 
for educational videos run user studies [35] and surveys [9] with 
viewers. 

Built on top of these successes, we focus on key video features 
that introduce creativity, informativity, and enthusiasm in scholarly 
video summaries, considering similar features to other approaches 
(e.g. sound and visual elements [9, 54]) and new ones such as specifc 
video sections. 

https://pub2vid.web.app/
https://pub2vid.web.app
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2.3 Video Authoring Tools 
Traditional video editing software like Adobe Premiere Pro [4], Final 
Cut Pro [8] and iMovie [7] provide users with tools for assembling 
video and audio recordings, images and text overlays. Most of them 
provide a timeline-centered interface and ofer diferent transition 
styles and video efects that can be applied to the clips. We also use 
a timeline component in Pub2Vid but integrated it to support the 
structural composition of video segments instead of single assets 
such as sound and images. 

Web-based video generation services usually provide users with 
templates and resources to reduce the preparation time and lower 
the barrier for users with less experience in video creation. Plat-
forms like Animoto [6], Canva [14] and Wibbitz [60] ofer storyboard 
editors, various visual efects, and basic editing utilities, often com-
bined with functionality for searching stock images or music and 
predefned animations. However, their domains of use are market-
ing or social media rather than scholarly work. Thus their design 
guidelines may not always be applicable to scholarly article sum-
marization videos. 

Intelligent authoring systems allow users to create videos tai-
lored to a user-defned input, e.g., a website or a data fle. DataClips 
[5] is an authoring tool for data-driven videos which allows users to 
import data in form of a table and visualize it using predefned clips. 
URL2Video [17] generates videos from web pages by automatically 
selecting and arranging elements of the page and rendering the 
content into a video which can then be refned manually. Katika 
[31] allows users to author explainer motion graphics videos by 
writing a script which is then turned into single shots that can 
be adjusted and composed into a fnal video. Katika is suitable for 
users who already know how they want their fnal video to look but 
does not provide much support with structuring a video nor with 
recommendations or examples. The application should therefore 
be seen as complementary to our approach, tackling a diferent 
step in the video production process. Other authoring systems rely 
on one or more existing videos (e.g. [36, 51, 58]) which are then 
re-assembled according to user input such as text. Although they 
are tackling a diferent use case than ours, they can be of interest 
for future extensions of our system. 

3 METHODOLOGY 
The methodology followed during this research can be split into 
three parts: baseline video ratings and analysis leading to a set of 
video recommendations, the system design process and the 4-tier 
evaluation of the application. 

3.1 Baseline video ratings 
The recommendations and examples provided by Pub2Vid are based 
on a detailed analysis and baseline video ratings gained through a 
user study. 

3.1.1 Video selection and analysis. A total number of 40 scientifc 
videos was selected using the YouTube search by retrieving the 
videos with the highest number of views and a duration between 1 
and 10 minutes of the following venues: CHI 2019 [15], SIGGRAPH 
2019 [1], VIS 2019 [29] and EuroVIS 2019 [30], the IEEE CG&A 
journal [28] as well as two videos of the OpenAI YouTube channel 

[43]. Since the analysis was conducted in 2020 and 2021, venues and 
videos from 2019 were chosen in order to fnd a balance between 
recency and elapsed time as more recent videos might not have 
been online long enough to reach noteworthy numbers of views. 
All of the videos cover computer science topics, mostly in visual 
computing disciplines, i.e. human-computer interaction, visualiza-
tion or computer graphics, which match the research felds of the 
four members of the analysis team. The selected felds are of major 
interest for such an analysis due to the fact that they strongly rely 
on visuals for scientifc communication. The videos were randomly 
distributed between the members, with each member analysing 20 
videos and each video being analysed by two people. 

The data gathered in the analysis consists of four parts: (1) gen-
eral information about the video, (2) visual and audio elements that 
were used, (3) timestamps for the diferent video sections and (4) a 
subjective rating. The general information contains the video URL, 
its title and duration as well as the number of cuts. The identifca-
tion of visual elements was done using a predefned list of possible 
elements, including (instructional) animations, charts, diagrams, 
highlighting in the visualizations, infographics, photos, prominent 
transitions between scenes (e.g., fading in/out), section headings, 
slides (e.g., a recorded PowerPoint presentation), subtitles, user 
interface, video-over (e.g., a small video of the speaker in the bot-
tom right corner), and live-action recordings. The same was done 
for the audio elements, which could include music, sound efects, 
and voice-over. For both categories, there was also the option for 
free text entry. For the coding of video sections, a set of common 
publication sections was used and refned over the course of the 
analysis. The fnal section were defned as follows: 

• Title: usually contains paper/video title, author and/or insti-
tution names, conference name etc. 

• Video Outline: a short description of what is to be presented 
• Introduction: gives basic information about the topic/work, 
can include preview of fnal results, contributions (refection) 
or related work 

• Related Work: overview of existing work about the same or 
a similar problem 

• Method: a particular procedure for accomplishing or ap-
proaching something, especially a systematic or established 
one [49] 

• System Architecture: describes structure and behavior of the 
system, including its components and subsystems 

• Results: outcome(s) of the development or design process, 
can include guidelines and recommendations 

• Demo: a demonstration of the research outcome or technique, 
can include use cases or possible applications 

• Evaluation: judging or calculating the quality, importance, 
amount, or value of the presented tool/technique [57] 

• Refection: summary of the presented work, synthesis of the 
key points; similar to conclusion, discussion and contribu-
tions 

• Forward Looking: outlook of possible further developments 
of the presented tool/technique; similar to impact, implica-
tions or future work sections 

• Ending Slide: fnal slide/image, can show the paper title, 
authors etc., or something like “Thank you” 
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The subjective rating could range from 1 (worst) to 5 (best) in 
each of the following three categories: creativity, enthusiasm, and 
informativity. Their choice is based on previous work ([19, 23, 26, 
48]) and was refned after discussion with the analysis team and 
interview partners. After the frst round of coding, discrepancies 
between the results of the two coders were analyzed and discussed, 
resulting in a unifed section encoding for each of the videos. 

3.1.2 Study procedure. To directly receive feedback from a po-
tential target audience on existing scholarly article summaries, a 
user study was conducted with a total of 68 participants who were 
asked to watch and rate a subset of the 40 videos. The participants 
were recruited via mailing lists and/or university classes and had a 
background in computer science (75%) or data analytics (20%). The 
group consisted of 24 women and 44 men with an average age of 
23.7 years (ranging from 20 to 46 years, standard deviation of 5.3). 
The most common highest level of education was a high school 
diploma (43%), followed by a bachelor’s degree (34%), a master’s 
degree (10%), and a Ph.D. (7%). 

Participants were provided a web interface in which they played 
the videos, rated them, and optionally wrote down notes or com-
ments. The system was designed to evenly distribute the videos 
in a round-robin fashion. However, due to an initial misconfgura-
tion in the distribution mechanism, three of the videos were rated 
more often (38 to 41 ratings) while the least rated video only got 13 
ratings. The median amount of ratings per video was 18. 

In the user interface shown to the study participants, we provided 
an explanation for each of the three categories at the top of the 
page: 

• Creativity refers to how creative you fnd the video itself; 
this does not necessarily have to match the creativity of the 
research paper’s topic. 

• Enthusiasm should refect how enthusiastic the creators of 
the video appear to you, which does not necessarily have to 
match your personal enthusiasm about the topic. 

• Informativity is supposed to refect how much information 
you think is communicated through the video. 

The combined results of the video analysis and the user study 
were used for the formulation of video recommendations. Their sta-
tistical signifcance was tested using a two-sided T-test for each of 
the rating categories with � = 0.05. The equality of the variances of 
the two groups, e.g., “introduction section present” or “not present”, 
was tested using the Levene test. 

3.2 Design process 
The tool development process followed an iterative, user-centered 
approach, consisting of an analysis phase in which users and their 
needs were identifed, a conception phase with the aim to defne 
user interactions and possible workfows within a system to support 
the planning of videos, a design phase that resulted in multiple pro-
totypes which were refned in several iterations and an evaluation 
phase in the form of interviews and usability tests. 

We conducted semi-structured one-on-one interviews with four 
experienced researchers from our research group who were con-
fronted with the task of summarizing publications or research 
projects in form of a short video. They were asked about their 
intentions for the fnal result, prior experience with video editing 
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software, challenges with the creation of their video and wishes for 
a tool to support them with future videos. One of the participants 
(�1) had a background in digital humanities and design and was 
experienced with creating non-scientifc videos. Two other intervie-
wees (�2 and �3) had a background in visual data analysis and �3 had 
some experience with the creation of scientifc videos for university 
courses. �4 had a physics background and no experience with video 
creation at all. At least two interviews were conducted per person, 
one in the beginning and one at the end of the video production. 
Based on these results, low- and high-fdelity prototypes were de-
veloped, covering diferent potential workfows. These were also 
discussed with the interview partners in separate meetings. 

3.3 Evaluation 
The evaluation follows a four-tier-evaluation methodology con-
sisting of (1) amateur and (2) expert interviews, (3) two rounds of 
usability testing and (4) two case studies conducted with students 
from diferent academic backgrounds. 

3.3.1 Amateur and expert interviews. After the prototyping phase 
and before the frst round of usability tests was conducted, �1 to �4 
were also asked for feedback on the fnal application. The study was 
exploratory and participants were asked about their general opinion 
as well as useful and missing features. Additional interviews with 
two experts for scientifc videos were conducted during later stages 
of the development, i.e. between the two rounds of usability tests, 
in order to get ideas for fnal improvements and additional features 
which could be added in the future. They were selected because 
of their years of expertise with video creation both as publication 
authors and journal editors asking researchers for videos about 
their papers. Similar to the other interviews, they were introduced 
to the web application and asked for their general opinions and 
possible improvements. 

3.3.2 Usability testing. Two rounds of usability testing were con-
ducted: the frst one (��1) with 5 participants, mainly with a com-
puter science background, and the second one (��2) with 10 partici-
pants from diferent research felds such as social sciences, political 
science and life sciences. All participants were recruited from the 
extended work environment of the project team and were not in-
volved in the project otherwise. The tests were conducted online via 
Zoom, using Google Forms for the pre- and post-questionnaires that 
included prior experience with video creation, confdence about 
creating scientifc videos, an adapted version of the System Usabil-
ity Scale [12] and open questions regarding positive and negative 
aspects of the application. The tasks that had to be completed dur-
ing the test remained the same for both rounds and covered the 
full workfow of the application by making the users plan a hypo-
thetical video about a scientifc paper or thesis they had recently 
written. A document containing the questionnaires as well as the 
task descriptions can be found in the supplemental material. 

3.3.3 Case Studies. After the usability tests and resulting improve-
ments were completed, the application was subjected to a more 
extensive evaluation in the context of two university courses: one 
for theater and flm students and another interdisciplinary course 
with a main focus on law and education. 
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Figure 2: Histogram of video durations with bins of 30 sec-
onds. 

Testing the generalizability of the tool’s interface and recommen-
dations to other domains or related use cases, the students involved 
in the law course were confronted with the task of creating edu-
cational videos about privacy and Internet security for children. 
11 groups of two to four people had to produce two videos using 
the tools Toonly [56] or Doodly [55]: one for children from six to 
ten years and another one for children from ten to 14 years, both 
covering the same topic, e.g., “Social Media”. After being provided 
with a handbook for Pub2Vid which describes the project in general 
and the main functionality together with a tool walk-through using 
screenshots as well as a tutorial video in form of a screen recording, 
the students could choose whether they wanted to use the tool, 
which 4 out of the 11 groups did. After the course, they were asked 
to fll out a questionnaire about their experiences with Pub2Vid 
and why they chose to use the tool or not. 

As the students in the theater and flm course were not required 
to plan or produce a full video using the tool but had to give written 
feedback on their frst impressions as well as their considerations 
regarding the tool’s usefulness, they were not provided with a 
tutorial video nor an extensive introduction, but had access to 
the same handbook as in the law course. A total of 17 multi-page 
feedback documents were submitted which are summarized in the 
Evaluation section of this paper. 

4 VIDEO ANALYSIS 
The goal of the video analysis was to identify patterns in the video 
structures and link them to video popularity by means of rating 
scores. The results of the video analysis consist of two parts: general 
video information as well as user ratings for each of the videos. The 
full data can be found in the supplemental material of this paper. 

4.1 General video information 
The majority of the selected videos has a duration of two to four 
minutes with an overall average of 222 seconds and a standard 
deviation of 92. A histogram depicting the distribution of video 
durations can be found in fgure 2. 

Figure 3 shows a heat map of visual and audio elements appear-
ing in the same video. 50 percent of the analyzed videos contain a 
combination of music and live-action recordings, almost the same 
amount of videos use such recordings together with a voice-over 
or combine a voice-over with animations. Infographics, section 

Figure 3: Heat map of visual and audio elements that appear 
in more than two videos. Each cell indicates how many videos 
share the given combination of visual and audio elements, 
e.g., there are 19 videos that share a voice-over and live action 
sequences. 

headings, and charts are the least frequently used visual elements. 
The majority of videos use sound, i.e. a voice-over, music, and/or 
sound efects. 

The distribution of the diferent video sections over the relative 
progress of a video can be seen in fgure 4. It is clearly visible that 
the majority of videos start with a title slide, often followed by 
an introduction section, and fnish with an ending slide. While 
methodology and system architecture sections are slightly more 
likely to appear in the frst half of a video, evaluation, and result sec-
tions usually appear in the second half. Demo sections can appear 
almost anywhere within the video, similar to refection sections 
which are not used that frequently but show occurrences both in 
the beginning and at the end of some videos. 

4.2 Study results 
The user study extended the existing video analysis results with rat-
ings from 1 to 5 in the three categories “informativity”, “creativity” 
and “enthusiasm”, providing an average number of 20 ratings per 
video. Aggregated over all participant ratings, the average score 
was 3.5 for creativity, 3.3 for enthusiasm, and 3.6 for informativity 
with a standard deviation of 1.2 in all three categories. The overall 
results show that visual and audio elements as well as sections and 
their duration can have an impact on a video’s rating. Figure 5 visu-
alizes the average video ratings based on the presence or absence of 
diferent audio elements, namely music, sound efects, a voice-over 
or any of the three elements. It can be seen that videos containing 
a voice-over have signifcantly higher informativity scores while 
those with music and sound efects have higher ratings in creativity 
and enthusiasm. Videos that contain no sound at all were rated 
lower in all three categories which also matches the comments 
written by the participants, stating that these videos were usually 
perceived as disengaging and hard to follow. Moreover, the com-
ments negatively highlighted computer-generated voice-overs as 
boring and irritating. 

For visual elements, the diference between the two groups of 
videos was often not as crucial. However, for live-action sequences, 
signifcant growth in creativity and enthusiasm scores could be 
observed, leading to an average of 2.9 vs 3.7 for creativity and 2.8 
vs. 3.5 for enthusiasm. Single users also wrote positive comments 
about the “movie-like” experience when watching the videos. 
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Figure 4: Distribution of video sections over temporal video progress. Note that overlapping sections can lead to a total 
percentage of more than 100. 

As it can be seen in fgure 6, the presence and duration of single Moreover, the total number of sections as well as the absolute video 
sections also showed an impact on the videos’ ratings. While videos duration in seconds shows a strong correlation with the average 
containing a methodology section showed higher average infor- informativity score. 
mativity scores and those including an introduction had higher 
ratings in both, informativity and enthusiasm, the presence of a 
refection section even led to higher scores in all three categories. 

Figure 5: Average video ratings based on the presence of 
single audio elements. Each circle in the plot represents a 
video, the black line in each cell indicates the average rating 
over all videos of a specifc group and the grey area visualizes 
a 95% confdence interval. 

Figure 6: Average video ratings based on the presence of 
single sections (b). Each circle in the plot represents a video, 
the black line in each cell indicates the average rating over 
all videos of a specifc group and the grey area visualizes a 
95% confdence interval. 
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5 DESIGN PROCESS 
The requirements for a tool supporting researchers with the author-
ing of their video summaries were analysed based on interviews 
and incorporated into multiple iterations of prototype development. 
Their condensed version is implemented as a web application which, 
together with its design decisions, is discussed in the second half 
of this section. 

5.1 Requirement analysis and prototyping 
Participants �1, �2, and �4 used similar workfows for video produc-
tion that started with planning and outlining, then gathering fgures 
and footage, writing a script and recording a voice-over using vari-
ous software. �3 had a diferent approach, starting with presentation 
slides, writing a script in the speaker notes, and recording the voice-
over with the presentation. As a reason for this difering workfow, 
he stated that the reorganization of scenes, i.e. slides, can be done 
on the fy or with very little efort and that he is used to this work-
fow from teaching university classes. The participants identifed 
a need for real-world examples and an estimated script reading 
duration to simplify the process. 

The requirements identifed during the interviews are also re-
fected in related literature ([31, 32, 41, 42]), resulting in the follow-
ing goals for the application’s design: (1) startup-support, especially 
for inexperienced users, by providing a low-level entry and real-
world examples, (2) adaptability to individual needs and specifca-
tions, e.g., maximum video duration, (3) integration or compatibility 
with existing workfows and tools, (4) fexibility for assembling and 
reorganizing the video structure, and (5) script writing functionality 
and an estimated voice-over duration based on the video script. 

Multiple prototypes were developed that suggest diferent work-
fows and functionalities. While one of them was based on classic 
slideshow presentation software such as Microsoft PowerPoint and 
another one rather resembled video editing software like Adobe Pre-
miere, the third prototype focused more on the storytelling aspect, 
starting with the video script and only then flling the scenes with 
assets such as images or videos. Since the latter provided space for 
integrating the most useful features and received the best feedback 
from the interview partners, it was decided to use this approach for 
the further development and integrate single functionalities from 
the other prototypes that were positively highlighted. 

5.2 Walkthrough and design decisions 
The fnal application is written in Vue.js with a Python backend and 
can be accessed at https://github.com/katharinawuensche/Pub2Vid. 
A video describing the interface as well as the workfow which 
was itself structured using Pub2Vid can be found in the supplemen-
tal material of this paper. The following section covers the most 
important interface components and design decisions. 

5.2.1 Setings. The video settings available to the user concern 
the desired style (creative, informative, or enthusiastic), set via 
a triangle picker, and the video duration, set via a slider (fg. 7a 
and b). By clicking on the “Show matching videos” button (fg. 7c), 
real videos matching these settings can be played along with their 
overall structure which can also be reused for the user’s project. 
Based on the confguration, suggestions for the video structure are 
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computed and displayed as suggested outlines (fg. 7d). By clicking 
on one of the templates, the user can select it for further adjustment 
in the next step. 

Design decisions. The aim of the triangle picker is to encourage 
users to refect on the trade-of between diferent settings for the 
video style. Unlike independent sliders for each variable, it makes 
them dependent to prevent users from maximizing all values at 
once. This design decision is based on the strong correlation of 
the video ratings in the three categories. The timeline containing 
suggested outlines was redesigned after the frst round of usability 
tests, initially showing only one suggestion which was automat-
ically used as a template for further editing. Users attempted to 
modify the outline by dragging or editing its sections. To avoid 
interfering with the conceptual separation of settings and detailed 
structure refnement, users were given a choice of three diferent 
outline suggestions, while detailed refnement was kept on the 
script page. 

5.2.2 Script. The script section contains tools for refning and 
writing the video script. The video structure can be adjusted by 
adding, moving, or deleting sections (fg. 8a&b). Moreover, the 
average speed of the voice-over can be set (fg. 8c) and compared 
with real video examples (fg. 8d). This value is used to estimate 
the reading time of each section and provides users with a warning 
if their script exceeds the planned section duration. 

The lower half of the interface contains the area for writing the 
video script (fg. 8e) where the text for each section can be entered 
and compared with the planned duration (“Est. reading time”). Parts 
of the text can also be formatted and provided with a background 
color to exclude them from the calculation, e.g. because they are 
instructions (pauses, sound efects, etc.). 

Design decisions. Video duration is one of the few specifcations 
authors get from a venue and the key feature limiting the amount of 
text that can ft in the script. As the analysis showed that a video’s 
structure and its style can infuence each other, it was decided to 
use these two factors for the computation of video outlines and 
recommendations. Since the refnement of the overall video outline 
and the writing of the actual script are closely coupled tasks, it was 
decided to display the controls for both of them on the same page. 
If users realize that the script for one of their sections exceeds its 
desired duration, they can adjust it without having to navigate to 
another page. The suggested sections mainly relate to computer 
science publications and videos which is why they might not ft 
perfectly into other academic felds such as social sciences. There 
is, hence, the option to add a section called “Other” as well as the 
possibility for users to rename their sections according to their 
needs. 

5.2.3 Recommendations and Export. Based on the settings made in 
the beginning, the tool recommends visual and audio elements for 
the video.1 By clicking on the corresponding entry, another window 
with example scenes from real videos using the element is opened. 
Additionally, sources for free images, icons, and background music 
are listed that redirect to external websites. In the last step, the 

1See https://pub2vid.web.app/recommendations 

https://github.com/katharinawuensche/Pub2Vid
https://pub2vid.web.app/recommendations
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Figure 7: Screenshot of the settings page, including components for setting the video style (a) and duration (b), a button for 
playing real video examples in an overlay window (c), and a timeline component for the user to choose between suggested 
outlines (d). 

export page2 allows users to review their script and download it 
as a Microsoft Word fle or a PowerPoint template which contains 
the script in the speaker notes and has predefned settings for the 
presentation slides matching the section lengths. 

Design decisions. To address user irritation caused by the recom-
mendations page appearing after the export step, the two pages 
were rearranged, causing the workfow to be fnished with the 
script export. Suggestions for image and audio resources were in-
tegrated on the page to address difculties in fnding royalty-free 
options reported by the interview partners. Two diferent download 
functionalities were integrated based on observed user preferences 
and a limitation in the PowerPoint format. The “sript only” option 
was made available to preserve the formatting in the script which 
would get lost in the PowerPoint speaker notes such as font size 
and background color. 

6 EVALUATION 
The following section addresses the results of the evaluation of 
the application and its recommendations. These include interviews, 
usability tests, and case studies. 

2https://pub2vid.web.app/export 

6.1 Amateur and expert Interviews 
6.1.1 Nonprofessionals. Since �1 to �4 were already involved in 
the development and prototyping process before, the majority of 
features was not new to them, but their feedback was valuable 
nevertheless. �1, �2, and �4 all stated that the tool would have been 
helpful to them during the creation of their videos and that the 
suggested workfow matches their own. �2 mentioned the timeline 
as a particularly useful feature, while �1 and �4 both positively high-
lighted the estimation for the voice-over duration. �4 also mentioned 
the video and resource suggestions as well as the questions related 
to the sections as helpful. Regarding possible improvements, �1 sug-
gested adding a justifcation for the single recommendations to the 
interface, e.g., “32% of the matching videos use this structure”. He 
further questioned whether the PowerPoint export is useful as most 
universities or conferences provide their own presentation tem-
plates. Since �3 used a diferent workfow than the one suggested by 
the tool, he was unsure whether he would use the application for fu-
ture videos. However, he highlighted single features that could still 
be useful to him, namely the interactive timeline and the estimated 
voice-over duration. Moreover, he suggested adding an upload func-
tionality for slides which could, in combination with extraction of 
the video outline and script from the existing presentation, make 
the tool also compatible with his workfow. 

https://pub2vid.web.app/export
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Figure 8: Screenshot of the script page, including components for adding new sections (a) and adjusting the video outline (b), 
setting the desired voice-over speed (c) and playing real video examples (d) as well as text inputs for writing the video script (e). 

6.1.2 Experts. Being shown an initial version of the interface, the 
two science video experts suggested showing multiple outline sug-
gestions instead of a single one and adding a justifcation for these 
suggestions. Moreover, they put a special focus on the video exam-
ples and recommended adding metadata for them, e.g., keywords or 
YouTube likes and dislikes. Adding an option to save one to three 
videos as a template and making them available on all pages, not 
just the settings screen should provide users with further guidance 
during the video structuring. Finally, they proposed adding an MP4 
export functionality that generates a color-coded timeline that can 
be easily imported into video editing programs. 

6.2 Usability testing 
6.2.1 Qalitative results. The tool was generally well-received by 
the ffteen usability testers, who found it easy to use and appreciated 
its simple design. They found the feature of considering the video 
style in advance to be new but useful and felt that the tool could 
be particularly helpful for planning and structuring videos. The 

estimated voice-over duration and recommended image and audio 
resources were also highlighted positively. 

Some participants suggested adding hints and more information 
on tool usage, which were added in the second round of usability 
tests (��2) through a short description at the beginning of each step 
in the web interface. In response to participants of the frst round 
(��1) trying to interact with the suggested outline on the settings 
page, the number of suggestions was raised to three predefned 
templates from which users could choose in ��2 (as discussed in 
section 5.2.1). Letting users defne custom sections was another 
requested feature that was added after ��1. 

The video examples and outlines displayed underneath the time-
line on the settings page were found to be confusing or ignored 
by some participants of ��1, leading to the implementation of a 
button to display them on demand inside a popup. In ��2, users 
complained about the 30-second step limit for setting the duration 
and the lack of exact section length in the timeline. One partici-
pant asked for a video output instead of just a text or presentation 
fle and another one suggested letting users change the colors of 



                

           
        

          
           

            
       

         
            

         
            

         
            

             
             

             
       

         
           

            
          

         
       

   
            

         
            

            
          

             
           
          

        
           

            
            

            
            

            
             

         
            

           
 

             
          

          
           

             
          

        
           

        
            

            

        
             

          
         

           
        

          
         

           
          

         
         

          
       

           
    

  
          

         
            

           
     

   
            

        
         

            

          
          

  
           

          
    

        
           

        
      

          
          

         
         

 
         

       
  

           
         

        
        

        
         

             
           
         

       

           
        

          
           

            
       

         
            

         
            

         
            

             
             

             
       

         
           

            
          

         
       

   
            

         
            

            
          

             
           
          

        
           

            
            

            
            

            
             

         
            

           
 

             
          

          
           

             
          

        
           

        
            

            

         

        
             

          
         

           
        

          
         

           
          

         
         

          
       

           
    

  
          

         
            

           
     

   
            

        
         

            

          
          

  
           

          
    

        
           

        
      

          
          

         
         

 
         

       
  

           
         

        
        

        
         

             
           
         

       

           
        

          
           

            
       

         
            

         
            

         
            

             
             

             
       

         
           

            
          

         
       

   
            

         
            

            
          

             
           
          

        
           

            
            

            
            

            
             

         
            

           
 

             
          

          
           

             
          

        
           

        
            

            

         

        
             

          
         

           
        

          
         

           
          

         
         

          
       

           
    

  
          

         
            

           
     

   
            

        
         

            

          
          

  
           

          
    

        
           

        
      

          
          

         
         

 
         

       
  

           
         

        
        

        
         

             
           
         

IMX ’23, June 12–15, 2023, Nantes, France 

sections as well as marking them as fxed during the structuring 
and outline refnement process. Regarding the predefned sections, 
participants of ��2 mentioned that some of them were not applica-
ble to their domain, e.g., “System Architecture” and that they were 
missing titles such as “Theory” which would be subject to a future 
extension of the underlying corpus and analysis. 

6.2.2 Qantitative results. Both rounds of usability tests show av-
erage SUS scores of 93, despite the fact that the participants of 
��2 had diferent backgrounds and less experience with computer 
science. The detailed results and exact values can be found in the 
supplemental material of this paper. Even though more participants 
of ��2 thought that they would need the support of an experienced 
user to be able to use the system and slightly more users thought 
that they needed to learn a lot before getting used to working with 
it, none of them gave a rating of more than 1 (completely disagree) 
for the statements regarding inconsistencies and cumbersomeness. 
Interestingly, the two users giving a neutral response regarding 
their confdence while using the system were the only ones who 
had not created a video before which might have led to lower con-
fdence in video planning in general. Overall, the results support 
the observations made during the qualitative evaluation that the 
system is user-friendly even for inexperienced users. 

6.3 Case studies 
6.3.1 Law course. Out of the seven groups that handed in the 
feedback questionnaire for the Pub2Vid application, four decided to 
use the tool for planning their videos, arguing that the tool provides 
a “good way of structuring a video”, “getting an overview of the 
outline” and “estimating the duration of the script”. The groups 
that decided not to use the tool argued that it would “limit the 
creative freedom for structuring the video”, that “telling a story for 
children difers too much from a scientifc presentation” and that 
they “worked spontaneously and driven by [their] ideas”. 

Table 1 shows the quantitative results of the questionnaire. It can 
be seen that groups that decided to use the application needed less 
time for both, setting up a story and recording the voiceover based 
on their script. While there seems to be no diference in confdence 
when it comes to video production between the groups that used the 
tool and those that did not, the confdence value for the structuring 
process seems to be lower for students who decided to use the tool. 
However, the causal relationship is still unclear: students might 
have decided to use the tool because they felt insecure about the 
structuring process or they felt less confdent after having used the 
tool. 

Out of the four groups that used the tool, two stated that they 
found the suggested outlines helpful and three reported that the 
video examples were useful - even though they came from a difer-
ent domain. Furthermore, it was suggested to let users set custom 
colors for their sections and to export the video outline as a timeline 
as well as make the renaming of sections more intuitive. 

6.3.2 Theater and film course. The positively-highlighted features 
of the application match those mentioned in the other rounds of 
evaluation. Single participants also mentioned the questions next 
to the section titles, e.g., “How did you evaluate your solution or 
fndings?”, and the option to select a real video’s structure for one’s 
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own outline as helpful. The participants criticized the responsive-
ness of the timeline and the 7-minute video duration limit as well as 
the unclear meaning of “enthusiasm” in the video style categories. 
They also suggested not separating creativity and enthusiasm and 
criticized the inability to edit video outlines on the settings page 
and the potential inaccuracy of estimated reading time. 

Some of the reviews also included suggestions or requests for 
new features such as integrating a basic video creation functional-
ity, allowing users to select their scientifc feld in the beginning 
of the workfow, and enhancing the corpus of underlying videos. 
Minor improvements include providing more links for video and 
audio resources, adding examples for recording and video editing 
software, and reworking some of the interface labels. Moreover, it 
was recommended to mention the PowerPoint export functional-
ity earlier and use the tool for presentation generation instead of 
restricting it to videos. 

7 DISCUSSION 
Our paper focuses on both, the analysis of existing publication 
summarization videos and the development of a prototype that 
supports users with the authoring of their videos as well as insights 
gained from its detailed evaluation. We discuss our fndings in more 
detail in the following section. 

7.1 Video recommendations 
Based on the results of the general video analysis and the evaluation 
studies, we can derive the following recommendations for publi-
cation summarization videos within the given scope, i.e. ranging 
from two to seven minutes and with a focus on visual computing. 
(�1) Use sound. Videos that contain neither music nor sound 

efects nor a voice-over were rated signifcantly lower in all 
three categories. 

(�2) Choose the right type of sound. For an informative video, 
provide a voice-over. For a creative or enthusiastic one, use 
music and/or sound efects. 

(�3) Avoid using a computer-generated voice for your voice-
over. Videos that made use of a synthetic voice for the voice-
over received more negative feedback and were perceived 
as disengaging and hard to follow. 

(�4) Refect on your work. Videos that contain a refection 
section show a higher average rating in all three categories. 

(�5) Give an introduction. Videos that contain an introduction 
section show a higher average rating in enthusiasm and 
informativity. 

(�6) Use live action sequences. Videos that contain live-action 
sequences show a signifcantly higher creativity and enthu-
siasm score. 

(�7) Be thorough. Longer videos and videos with a higher amount 
of sections tend to have a higher informativity score. 

(�8) Explain your methodology. Videos that contain a method-
ology section show a signifcantly higher informativity score. 

Despite the diferent methodological approaches, some of these rec-
ommendations are also supported by other related work, especially 
�1, �2 ([45, 50, 52, 53]) and �4 ([50, 52]). Since many existing guide-
lines refer to instructional videos rather than to paper summaries or 
video abstracts, they do not mention concrete publication sections 
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Used Number Confdence with struc- Time needed Time needed Time needed Time needed Points 
the of group turing/producing for setting for writing for recording for fnal awarded 
tool members the video (1-5, per up a story the script the voice video produc- for the 

group member) (in h) (in h) over (in h) tion (in h) video (0-55) 
no 3 4/4; 4/2; 4/3 4.5 1.5 6 16 51.5 
no 3 4/3; 4/4; 4/3 2.5 4 10 35 49 
no 2 5/5; 5/5 4.5 6 3 40 55 
yes 3 4/3; 3/4; 5/3 - - - - 55 
yes 2 4/3; 3/3 2 12 1 30 48.5 
yes 3 3/2; 3/4; 4/4 2 3.5 2 20 55 
yes 2 4/4; 3/4 0.75 1 0.33 16 49.5 

Table 1: Quantitative results of the law course feedback, including the number of group members, the confdence with structuring 
and producing the video per group member, the estimated time needed for the individual video creation steps (setting up a 
story, writing the script, recording the voice-over and producing the video) as well as the points awarded for the fnal video. 
Since one group only gave very imprecise information about their estimated time needed, e.g., “several hours” instead of a 
numeric value, their results are not shown here. 

such as a methodology or refection section. However, Van der Meij 
and Hopfner [52] propose to include both a preview and a review 
section of the task covered in an instructional video which can be 
considered analogous to �5 and �4. What is remarkable about other 
video recommendations is that the majority ([11, 45, 50, 52, 53]) 
recommends keeping the videos or sections as short as possible. 
While this may appear contradictory to �7, it has to be kept in mind 
that the recommendations proposed here are based on a limited 
subset of videos and should hence only be applied to videos within 
a similar scope regarding their duration and domain. It is therefore 
not stated in �7 to create an infnitely long video in order to max-
imize its informativity score but to stay within the upper end of 
the two to seven minutes range. Finally, it should be highlighted 
that the ratings in the three categories of creativity, enthusiasm, 
and informativity show high correlations and that it is discouraged 
to only focus on one of these aspects. Instead, a balance between 
them should be maintained and can be benefcial for the overall 
viewer experience. 

7.2 Video script authoring 
Based on the existing approaches in the feld of document sum-
marization ([18, 22, 33, 39, 61]) and automated video creation ([34, 
38, 44]), it can be said that summarizing scientifc publications as 
videos is still hard to automate and requires human-in-the-loop 
solutions instead. Data-driven recommendations can support re-
searchers with the planning and structuring of their own videos as 
it is done by Pub2Vid as a proof of concept. Our approach solves 
challenges in getting started with video creation, e.g., lacking con-
fdence when not knowing what to begin with and spending too 
much time or having to re-start the video production phase due to 
a skipped planning and structuring step [32]. 

The evaluation of the application shows that it strikes a balance 
between fexibility and guidance. Real video examples are appreci-
ated even by users of other domains, but their exact structures are 
rarely used for new projects. It is therefore important to provide 
users with an intuitive solution for modifying and rearranging the 
sections of their outline. Allowing users to defne custom sections 
ensures generalizability to non-computer science videos as stated 
by participants of the usability tests and case studies. The visual and 

audio elements in the tool can have an impact on a video’s rating, 
but this depends on the content and suitability for presentation. The 
estimated voice-over duration and interactive timeline were often 
highlighted as users’ favorite features, and suggestions for image 
and audio resources were also well-received as they directly help 
with saving time for script re-recording and resource searching. 

7.3 Limitations and future work 
The scope of the underlying data is still limited. As the videos are not 
evenly distributed over the range of durations nor in the dimensions 
of the three rating categories, the reliability of the recommendations 
provided by the tool strongly depends on the input values and is 
less signifcant for edge cases. Our selection of venues is even 
more limited and may have an impact on the analysis results, even 
though the user ratings did not show any venue-specifc comments. 
Extending this data with additional videos and ratings would hence 
allow for more versatile and reliable recommendations. 

The selection of the categories used for setting the video style 
was criticised by single users and should be refected upon. Since 
the average video ratings showed strong correlations for these cate-
gories, it could be argued that their number should be reduced, e.g., 
by combining creativity and enthusiasm which show the highest 
correlation. While some users felt limited in their creativity when 
having to set a video style, others stated that refecting upon the 
style in advance was helpful for them. One possible solution for 
this discrepancy could be to make the style selection optional and 
include all videos as a base for the suggestions and recommenda-
tions when no value is selected. Even though the users’ satisfaction 
with the presented suggestions has been partially assessed during 
the evaluation, the system would beneft from an additional round 
focusing on improving these aspects. 

The tool’s name “Pub2Vid” might raise false expectations in users 
as it suggests a video output instead of a script or a presentation 
template. Since a video creation functionality was often requested as 
an additional feature, adding a simple video editor should be subject 
to future work on the application. Moreover, an extended export 
functionality that supports fle formats of common video editing 
tools could also improve the symbiosis of this video structuring 
tool and the later video creation. 
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While university students and staf are part of the main target 
group of our application and the scientifc videos, an expansion of 
the user study to include other groups of people would make our 
results even more generalizable. In addition, it would be interesting 
to compare the analyzed videos with the associated publications to 
assess their completeness. 

8 CONCLUSION 
This paper has four main contributions: (1) a video structuring 
framework that supports users with the authoring of their videos, 
(2) a set of video recommendations based on the analysis of 40 pub-
lication summarization videos, (3) a 4-tier evaluation methodology 
to assess the usefulness and applicability of the recommendations 
and a tool implementing them, and (4) the underlying data in form 
of analysis results of the 40 videos together with ratings and com-
ments of 68 user study participants. 
We introduce the tool Pub2Vid to support researchers in planning 
and structuring videos summarizing their publications. It is de-
signed based on multiple stages of prototyping, addressing the 
needs of real users involved in the development process. The tool 
provides recommendations for a video outline, audio and video 
elements, and a script writing interface that estimates the duration 
of the voice-over. The fnal video script can be downloaded as a 
text fle or presentation template. An evaluation of the tool was 
conducted with users from various domains and showed positive 
results in two rounds of usability tests. Moreover, two case stud-
ies were conducted with students of law/educational sciences and 
theater/flm courses, resulting in positive feedback regarding the 
tool’s workfow, usability, and features. Despite the limitation of 
the underlying video corpus to visual computing felds, the results 
indicate the tool’s generalizability to other domains. 

Future work on this topic and the project itself should address 
the collection of more data, i.e. more baseline videos, also from 
other domains, as well as the implementation of a simple video 
creation functionality such that, after having fnished the video 
structuring and script writing, researchers can start creating their 
scenes and fll them with assets such as recordings, images and 
sound. Simplifying the full video creation process can lower the 
barrier for researchers to summarize their publications in form of a 
video and make their work accessible to an even broader public. 
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