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Abstract—The extensive use of APIs as the entry point to many Cloud-based applications has created challenging problems, especially concerning API quality properties such as performance and reliability. API best practices and patterns, such as bundling requests, rate limiting, or load balancing, have been proposed to solve these challenges. Unfortunately, no study investigating the impact of existing API practices and patterns on such quality properties exists beyond informal recommendations. In this paper, we fill this gap by proposing a pattern-based, automated recommendation approach to improve the performance and reliability of API operations. We provide a benchmark suite based on a realistic open-source microservice application to enable the automatic generation of comprehensive decision tree models. These models are then processed to generate API design recommendation algorithms to improve API operations regarding performance and reliability stored in catalogs for reuse. We validate our algorithms using extensive data sets generated by running the benchmark on a private cloud and AWS. For both environments, based on the decision tree models automatically generated from the measured data, API design recommendation algorithms have been calculated using our approach.

Index Terms—API Patterns; Modeling; Microservices; Cloud; Performance; Reliability.

I. INTRODUCTION

The widespread use of cloud-based applications accessible through APIs has led to many challenges regarding the quality of these APIs, especially when deployed on a large scale. To cope with such challenges, API design has become an essential building block in achieving the desired level of quality properties for the APIs. API design prevents degrading such quality properties and concerns refactoring APIs based on runtime usage observations. While an extensive set of API patterns and best practices has been proposed [1], [2], [3], [4], today, no support beyond informal guidance on API quality exists. This is particularly unsatisfactory for measurable properties such as performance and reliability. In addition, it is often unclear which effect a combination of different patterns would have when just following such informal guidance. Thus, API designers need to improve their APIs based on these informal recommendations by trial and error, which is costly and likely does not lead to optimal results.

Some notable API patterns specifically focusing on improving performance and reliability properties of APIs are Request Bundle, Rate Limit, and Load Balancing:

- **Request Bundle** [1], [5] is achieved by bundling multiple message chunks into one combined message to avoid chatty communications between API clients and servers. As such, message chunks can get large enough to produce complexity and congestion on both the client and server side, which should be avoided [6].
- **Rate Limit** [1], [7] limits the number of requests that can be handled by API servers during a specific amount of time to avoid problems caused by excessive and abusive API clients’ requests [8]. This pattern often makes use of Front or Edge proxies [9] and may combine both of them.
- **Load Balancing** is usually achieved using API Gateways [10], [11] and aims to balance the load between multiple instances in the backend [12]. Many algorithms supporting Load Balancing exist but must be selected carefully to avoid problems like bottlenecks and performance degradation.

This paper aims to study the possible combinations of such API patterns and, based on the gathered data, automatically generate recommendations to enable refactoring or adaptions of API design to optimize these combinations concerning their performance and reliability impact. This work is based on a prior work in which possible pattern combinations have been studied by providing an initial empirical study resulting in a regression model, which had the aim to quantify the impact of combining Request Bundle, Rate Limit, and Load Balancing patterns on API performance and reliability. However, such a model is static and does not consider parameters like the application type and usage period. For this reason, in this paper, we have substantially extended these empirical studies to provide a novel automatic and dynamic API design recommendation approach based on decision tree modeling.
which is the core contribution of this paper. We aim to answer the following research questions:

- **RQ1** What are the different decision criteria that should be considered to evaluate the impact of combining Request Bundle, Rate Limit, and Load Balancing patterns on API performance and reliability?
- **RQ2** How can we select the best combinations of these patterns and API operations in terms of performance and reliability impacts?

We provide a benchmark suite based on a real-life application deployed on modern cloud-based infrastructure. In the prototype implementation for experiments, the Istio\(^1\) service mesh and the Envoy\(^2\) proxy were used as a widely used combination of representative modern infrastructure tools that enable to combine features like Rate Limit and Load Balancing [9].

We use the data generated in the experiment to automatically construct decision tree models for each combination of those API patterns to answer those questions. Then, we develop API design recommendation algorithms to select the best combination of API patterns and operations in terms of performance and reliability impacts using these decision trees. These algorithms are stored in catalogs for reuse. Please note that such reuse of our empirical results makes sense in similar settings (business application on a similar private cloud or AWS configuration) to get initial estimates. Also, we have derived generic recommendations on pattern combinations that were yet unknown or not yet empirically proven (see Section VI). We propose an API design recommendation pipeline that essentially re-runs our benchmark in such a new setting or configuration to get exact recommendation algorithms or estimates in vastly different configurations. Our approach automatically generates and validates the necessary decision trees and API design recommendation algorithms in this context.

The paper is organized as follows. Section II describes related work. Our research methods are then summarized in Section III. Next, we describe our approach in Section IV. In Section V, we analyze the data and develop the API design recommendation algorithm. Then, we provide a discussion and threats to validity in Section VI. Finally, we conclude and describe future work in Section VII.

**II. RELATED WORK**

Many studies have suggested different approaches for dealing with self-adaptive systems to improve quality properties like performance and reliability. Self-adaptation was a topic that emerged in early Service-oriented Architecture (SOA) research as a way to increase resiliency [13]. Garlan et al. [14] presented Rainbow as a reusable infrastructure for system developers to realize self-adaptation cost-effectively. Layaida et al. [15] presented PLASMA as a component-based framework for building self-adaptive multimedia applications. The framework is based on a hierarchical composition and reconfiguration model. Adapt! [16] plug-in architectures were proposed as an external adaptation solution to achieve full self-adaptation functionality. The middleware approach [17] was introduced to enable this externalization through application and service mirroring. However, all of these approaches are general and not API-centric. They are also not applicable to highly versatile environments like Cloud-based architectures.

The decision tree modeling approach has also been the subject of many studies in the literature. Rathore et al. [18] presented a decision tree-based approach to predict software faults. Another similar military-based research developed a decision tree model to identify fault-prone software modules [19]. Chui et al. [20] provided an approach based on decision tree modeling considering the time of data collection to improve performance prediction rate without affecting prediction accuracy. Decision tree modeling has also been combined with other techniques, like Bayes in the transportation world, to build a lane-changing assistance simulation model [21] to increase the safety of passengers. These extensive use cases and others for decision tree modeling to predict the performance and reliability of diverse applications show that the approach followed in this paper is relevant.

Several prior studies tried measuring the real impact of API patterns on reliability and performance [22], [23]. Lawin et al. [24] evaluated the effect of using GraphQL and REST technologies on the performance of massively used API. They figured out that the first technology is the better choice when data frequently change, while the second stands out when there is a need for multiple requests. While these studies and others have proposed robust models and interesting results to derive API configuration recommendations based on specific settings and technologies, those models and recommendations lack important properties like self-adaptation and easy reuse. Also, they treat each API pattern individually, not in combination with others, and deal with specific technologies. In our study, we try to fill this gap by proposing a complete self-adapted and agnostic API design recommendation pipeline.

**III. RESEARCH METHODS**

Our approach is based on a dataset generated in a prior study which we describe first. Then, we provide details about the benchmark used to evaluate the model.

**A. Regression model**

The study considered two types of variables: numerical and categorical. The first type of variables includes \( rpm \), \( api\_users \), and \( bundle\_size \), collected at the client-side, \( rate\_limit \), which (if enabled) is set at the server-side, and \( total\_time \) and \( failure\_rate \) which are collected at the server-side. The second type of variables includes \( request\_bundle \) and \( load\_balancing \), which indicate whether Request Bundle and Load Balancing are used respectively. It also includes \( method \), which indicates the API operation executed on the backend (see Table I).
B. Benchmark description

As no benchmark for studying API operations existed, a novel benchmark was developed for the study based on the open-source Lakeside Mutual application that is realistic and developed based on real-life experience and makes use of several microservice API patterns such as Request Bundle [5], [6] (already implemented for the API operation: get customers).

Based on a manual analysis of which other API operations could benefit from Request Bundle, the application was extended to support Request Bundle in the following API operations: create, delete, and update. The implementation follows the same style as the existing bundle implementation in Lakeside Mutual. The application is composed of four Java-based microservices packaged using Maven, containerized using Docker and deployed on the Istio service mesh. Container orchestration is realized using Kubernetes. Database per service model is used when Load Balancing is inactive. Otherwise, the database is shared by the service and its replica. Istio is used since it provides various functionalities out of the box like Rate Limit and Load Balancing [9]. On the client side, the workload is defined using Shell script covering all possible combinations of the API patterns under study.

To evaluate the impact of the combination of those API patterns on performance and reliability, we present the benchmark described in Table II generated from earlier experimental data. In the benchmark, the authors of this study define bundle_size ranging from 10 to 50, which reflects the bundle size, in case Request Bundle is active. They also define rate_limit ranging from 100 to 1200, in case Rate Limit is active. Otherwise, rate_limit = ∞. load_balancing is a categorical value indicating whether Load Balancing is used or not.

The benchmark was run on a private Cloud provided by the University Data Center and AWS. Infrastructure details are provided in Table III. Both experiments were executed covering 130 different configurations 500 times on the private cloud and 200 times on AWS, totaling 130000 repetitions, more than 4500 hours of runtime in the private cloud, and 52000 repetitions on AWS, and more than 3900 hours of runtime. A small portion of the data collected is summarized by calculating the mean and shown in Table II. The full dataset is provided in an online appendix.

IV. APPROACH DESCRIPTION

Modern applications expose many APIs accessible by API clients and interoperable with other third-party applications. However, part of these APIs is rarely (and sometimes never) exploited by the API clients and applications. The regression model described briefly in Section III-A could be used to find the right combination of API patterns to improve performance and reliability. However, this approach is static and does not include parameters like the application type and usage period. Since this kind of parameter is hard to consider in the model, we further developed an approach introducing decision trees using the model parameters and the data generated in the experiment described in Section III-B. We then automatically generate an API design recommendation algorithm from the decision trees that could enable APIs to adapt at runtime. Details are provided in the next section.

Figure 1 represents the API design recommendation benchmark pipeline that continuously delivers API improvement recommendations to a target platform, described in Step 1. The benchmark is configured using the target cloud setting during this initial step, and the application is deployed. In Step 2, the benchmark suite is executed to generate data which are then collected along with this target configuration to verify whether it exists in the configurations catalog in Step 3. If that is the case, the benchmark selects the corresponding algorithm with the collected data to generate API recommendations in Step 4. Otherwise, data are extracted and analyzed in Step 3 to create decision trees, which are then used to develop new algorithms with the collected data. After validation, these algorithms are used to reconfigure API and added to the algorithms catalog in Step 4. The configurations and algorithms catalogs are continuously synchronized and updated for each newer version of the target application and cloud setting.

TABLE I
DEFINITION OF PARAMETERS

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>rpm</td>
<td>The number of requests per minute for API users.</td>
</tr>
<tr>
<td>api_users</td>
<td>The number of API users sending the requests.</td>
</tr>
<tr>
<td>rate_limit</td>
<td>The value of the applied rate limit ranges from 100 to 1200 (in increments of 100).</td>
</tr>
<tr>
<td>request_bundle</td>
<td>Categorical variable indicating whether request bundling is used or not.</td>
</tr>
<tr>
<td>bundle_size</td>
<td>The request bundle size ranges from 10 to 50 (in increments of 10).</td>
</tr>
<tr>
<td>load_balancing</td>
<td>Categorical variable indicating whether load balancing is used or not.</td>
</tr>
<tr>
<td>method</td>
<td>Categorical variable indicating the method executed by API users (get, delete, update, or create).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dependent variables</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>total_time</td>
<td>The total roundtrip time spent for requests between API client and backend.</td>
</tr>
<tr>
<td>failure_rate</td>
<td>The percentage failure rate of API requests.</td>
</tr>
</tbody>
</table>

3https://github.com/Microservice-API-Patterns/LakesideMutual
4https://maven.apache.org
5https://hub.docker.com
6https://kubernetes.io
7https://www.shellscript.sh
8https://aws.amazon.com
9https://doi.org/10.5281/zenodo.7691350
V. API analysis and recommendations

In this section, we provide details of our API analysis approach. Then, we use this analysis approach to generate API design recommendation algorithms from the private cloud and AWS data collected using the proposed benchmark.

A. API analysis

The data generated using the experimentation described in Section III-B are analyzed utilizing the package rpart\textsuperscript{14} provided by R language\textsuperscript{15}. This package builds classification and regression models using a two-phase procedure. First, it selects the variables that best split the data into two groups and recursively repeats this until the subgroup is too small or there is no further improvement. Secondly, the resulting tree is reevaluated by selecting the subtree with the lowest risk. We have generated 14 decision trees covering all API patterns and method combinations for each cloud type (private cloud and AWS). The decision trees in Figures 2 to 7 are used to generate the algorithms for AWS. The remaining figures are for the private cloud.

Let’s take as an example the case when combining Rate Limit, Request Bundle, and Load Balancing on AWS in Figures 2 to 7. The first figure shows the case where all the patterns are combined. The performance here is best when \( api \_users < 14 \) with total time = 853 ms. Regarding reliability, Figure 3 adjusts the value of rate limit to \( \geq 150 \) for maximum reliability. When \( api \_users < 24 \), the best combination is Request Bundle and Rate Limit in Figure 6, where total time ranges between 730 ms and 1270 ms depending on the value of rpm. The range values of rate limit do not change as described in Figure 7. The remaining and extreme case with \( api \_users \geq 24 \) is illustrated by the first figure with a maximum value of total time = 1534 ms (not considering the case where rpm < 207 with the probability of occurrence \( \approx 0\% \)). Those conditions are generated for specific applications and cloud settings in a certain period. To do that in real-time, we need to construct algorithms based on those decision trees that must be run continuously, as explained in Section IV. The following Section describes our algorithms in more detail.

B. API design recommendation algorithms

Let \( LB, RB \), and \( RL \) denote Load Balancing, Request Bundle, and Rate Limit, respectively. Each possible combination is described as:

\[ \text{combination} \in \{ LB \land RB, LB \land RL, RL \land RB, LB \land RB \land RL \} \]

Algorithms 1 and 2 are generated from the data collected on both AWS and the private cloud, respectively, to determine the best API patterns and methods combinations. The values corresponding to rate limit, rpm, and \( api \_users \) are generated from the collected data. Each new data collection will yield values specific to the application settings and usage period. In Algorithm 1, in case \( api \_users < 14 \) or \( api \_users \geq 24 \), the conditions that are displayed are extracted from the decision trees depicted in Figures 2 and 3, as described in the last section. The case in the middle is illustrated by Figures 6

\textsuperscript{14}https://cran.r-project.org/web/packages/rpart/rpart.pdf
\textsuperscript{15}https://www.r-project.org
and 7. Algorithm 2 follows the same logic using different decision trees depicted in Figures 8 to 13.

VI. DISCUSSION AND THREATS TO VALIDITY

In this section, we first discuss the generalizability of the results and the possible design advice. Then, we provide some threats of validity that we may encounter.

A. Discussion

The following results are observed from both generated algorithms 1 and 2. While the outcomes of these algorithms differ in several cases, we also observe some similarities, which are discussed in the following.

<table>
<thead>
<tr>
<th>Rate limit</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>500</th>
<th>600</th>
<th>700</th>
<th>∞</th>
</tr>
</thead>
<tbody>
<tr>
<td>LB</td>
<td>OP</td>
<td>SZ</td>
<td>T</td>
<td>F</td>
<td>T</td>
<td>F</td>
<td>T</td>
<td>F</td>
</tr>
<tr>
<td>Get</td>
<td>20</td>
<td>50</td>
<td>173.32</td>
<td>91.91</td>
<td>222.56</td>
<td>59.26</td>
<td>239.01</td>
<td>106.04</td>
</tr>
<tr>
<td>RB</td>
<td>50</td>
<td>100</td>
<td>97.90</td>
<td>64.30</td>
<td>154.57</td>
<td>71.45</td>
<td>145.45</td>
<td>71.45</td>
</tr>
<tr>
<td>100</td>
<td>200</td>
<td>94.84</td>
<td>57.97</td>
<td>153.28</td>
<td>68.59</td>
<td>139.87</td>
<td>60.71</td>
<td>159.87</td>
</tr>
<tr>
<td>200</td>
<td>400</td>
<td>94.84</td>
<td>57.97</td>
<td>153.28</td>
<td>68.59</td>
<td>139.87</td>
<td>60.71</td>
<td>159.87</td>
</tr>
<tr>
<td>Get</td>
<td>50</td>
<td>100</td>
<td>694.18</td>
<td>61.27</td>
<td>1955.19</td>
<td>269.57</td>
<td>2520.49</td>
<td>408.04</td>
</tr>
<tr>
<td>Update</td>
<td>50</td>
<td>100</td>
<td>690.41</td>
<td>61.00</td>
<td>1952.49</td>
<td>269.57</td>
<td>2520.49</td>
<td>408.04</td>
</tr>
<tr>
<td>Yes</td>
<td>50</td>
<td>100</td>
<td>690.41</td>
<td>61.00</td>
<td>1952.49</td>
<td>269.57</td>
<td>2520.49</td>
<td>408.04</td>
</tr>
<tr>
<td>Delete</td>
<td>50</td>
<td>100</td>
<td>6.49</td>
<td>11.10</td>
<td>11375.54</td>
<td>108.26</td>
<td>1696.78</td>
<td>516.88</td>
</tr>
<tr>
<td>Create</td>
<td>50</td>
<td>100</td>
<td>5.83</td>
<td>11.10</td>
<td>11375.54</td>
<td>108.26</td>
<td>1696.78</td>
<td>516.88</td>
</tr>
<tr>
<td>Yes</td>
<td>50</td>
<td>100</td>
<td>154.81</td>
<td>1950.06</td>
<td>1957.24</td>
<td>6.38</td>
<td>1028.20</td>
<td>11.52</td>
</tr>
<tr>
<td>No</td>
<td>50</td>
<td>100</td>
<td>154.81</td>
<td>1950.06</td>
<td>1957.24</td>
<td>6.38</td>
<td>1028.20</td>
<td>11.52</td>
</tr>
</tbody>
</table>

TABLE II
SAMPLE DATA: LB=LOAD BALANCING, RB=REQUEST BUNDLE, OP=OPERATION, SZ=BUNDLE SIZE, TT=TOTAL TIME(µS), FR=FAILURE RATE(%)
**Load balancing & request bundle combined:** This combination is beneficial when \( rpm \) is not very high, if at all since else it would overload the API backend with large messages and create congestion in the load balancer. It is illustrated...
in Algorithm 2 that this combination is only recommended with relatively low \textit{api\_users} and \textit{bundle\_size} in the private...
cloud. However, for AWS, our algorithms do not recommend this combination. The combination should be used in applications with a limited or dedicated number of users, like a private company website.

Rate limit & request bundle combined: When using the private cloud, this combination might be used in highly demanding environments with high values of `api_users` and `rpm`. Rate Limit plays a significant role in preventing the backend from being overwhelmed. Also, when combined with Request Bundle, Rate Limit does not cause a high failure rate, increasing reliability from the API clients’ perspective. However, Request Bundle has to be supported on both the client and server side, increasing complexity and costs.

Load balancing & rate limit combined: The combination is to be used when `api_users` and `rpm` are relatively low due to using one load balancer. Adding more load balancers will make the combination more scalable. It should also be used with relatively high values of `rate_limit` (>650). This shows that Load Balancing plays a significant role in distributing the load and alleviating the role of Rate Limit in preventing server overload and decreasing both performance and reliability. The combination should not be used in highly versatile environments like AWS.

Load balancing, request bundle & rate limit combined: The combination is recommended in relatively extreme situations when either `api_users` or `rpm` are relatively high. Request Bundle plays a crucial role, especially on AWS, by preventing the load balancer from overloading when `api_users` and `rpm` are very high. The combination is the most flexible and should be used in highly versatile applications like Social Media and E-commerce.

B. Threats to validity

In any modeling study, a couple of threats to validity need to be considered and mitigated by workaround solutions or future improvements.

The first threat to validity is regarding the algorithms presented in the last section. We considered all methods to be the same because the type of the method had a negligible effect on the `total_time` calculated. However, we do not exclude the general case where in some situations, some types of methods might take much longer execution times than others. To mitigate this issue, we plan to add a `method_time` variable to our model in future work.

Also, the API pattern implementations used in our model are particular to the configuration used in a prior study. For instance, only one load balancer and one type of rate limiting are used. This could lead to an external threat of validity regarding the general applicability of our model. While the dataset used for different configurations might be completely different, we believe that the automation and cyclic process of the tree decision modeling to generate best-case scenarios is still valid. Nevertheless, we must validate that using different datasets from different configurations and settings.

The proposed benchmark might be biased because it is based on only one open-source application. We tried to mitigate this issue by selecting a realistic open-source application (based on real-life experience in the domain) by former practitioners. As the authors were not involved in the application writing, the bias that we could have influenced the experiment outcomes this way is mitigated. We selected diverse operations from the application to represent a realistic operation set in the benchmark. However, the application is a business system. Systems with vastly different loads might have different characteristics and need other benchmarks. For these reasons, we cannot claim generalizability beyond the system represented well by this benchmark.

Our results might not be generalizable beyond the environments and technologies used in our study. We tried to mitigate this threat by using two very different environments, the private cloud and AWS. We only tested one configuration on each, but as our approach requires rerunning the benchmark on a new environment to provide accurate recommendations, dealing with this threat is part of our approach. We believe that for similar private or public cloud scenarios, our generated algorithms will likely give a reasonable estimate but no precise recommendations. This would be good enough for design advice but not for automatic adaptations based on our approach.

VII. CONCLUSION AND FUTURE WORK

To answer RQ1 and RQ2, we have developed algorithms based on decision trees generated for each combination of the studied API patterns.

Regarding RQ1, we have found that the `api_users` and `rpm` values are the main criteria for each decision on those algorithms. We also conclude that each recommended combination of API patterns is relevant to a specific configuration...
setting. Specifically to the configuration in this paper, Load Balancing and Request Bundle combined should only be used with a limited number of api_users, preferably in a dedicated environment. Similarly, the combination Load Balancing and Rate Limit should be avoided in public clouds, for example. Instead, all the patterns should be combined unless the cost and complexity of Request Bundle is an issue.

Concerning RQ2, not only have we developed algorithms from decision tree models to generate the best combinations of these patterns in terms of performance and reliability impacts, but we also propose an entire API design recommendation pipeline that generates those algorithms automatically by re-running our benchmark using new settings and configurations. The validated algorithms are then stored in a catalog for re-use if the same configuration setting is triggered.

Our generated algorithms can provide for private or public cloud scenarios similar to our experiment setting a good estimate which would be good enough for design advice. Also, using our approach in a self-adaptation scenario is possible, i.e., to run automatic adaptations based on our approach. But for this, we need to re-run our benchmark on the target environment to provide precise recommendations.

In future work, we plan to run the API design recommendation pipeline for new configurations and settings. We also aim to integrate new parameters into our model, like the methods execution time.
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