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Abstract. The release of ChatGPT to the general public has sparked
discussions about the dangers of artificial intelligence (AI) among the
public. The European Commission’s draft of the AI Act has further
fueled these discussions, particularly in relation to the definition of AI
and the assignment of risk levels to different technologies. Security con-
cerns in AI systems arise from the need to protect against potential
adversaries and to safeguard individuals from AI decisions that may harm
their well-being. However, ensuring secure and trustworthy AI systems is
challenging, especially with deep learning models that lack explainabil-
ity. This paper proposes the concept of Controllable AI as an alternative
to Trustworthy AI and explores the major differences between the two.
The aim is to initiate discussions on securing complex AI systems with-
out sacrificing practical capabilities or transparency. The paper provides
an overview of techniques that can be employed to achieve Controllable
AI. It discusses the background definitions of explainability, Trustworthy
AI, and the AI Act. The principles and techniques of Controllable AI are
detailed, including detecting and managing control loss, implementing
transparent AI decisions, and addressing intentional bias or backdoors.
The paper concludes by discussing the potential applications of Control-
lable AI and its implications for real-world scenarios.
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1 Introduction and Motivation

More than any other subject, Artificial Intelligence (AI) has experienced many
ups and downs since its formal introduction as an academic discipline six decades
ago. The success of the digital computer [9] along with the remarkable achieve-
ments in statistical data-driven machine learning (ML) have rekindled signifi-
cant interest in digitalization generally and AI specifically. Two key factors have
contributed to its practical success: the availability of big data and the growing
computational power. Around 2010, a breakthrough occurred with the success of
deep learning (DL) algorithms [2] (aka neural networks [7,18]). This success led
to widespread use in all sorts of industrial and everyday applications in virtually
every field, literally from agriculture to zoology [15]. This marked the beginning
of a new era in AI, often referred to as the second AI spring. A prime example of
AI’s capabilities today is OpenAI’s latest natural language technology, GPT-4,
which demonstrates the impressive potential of AI while also highlighting its
limitations, such as the lack of human common sense [3,6].

With the release of ChatGPT for the general public, the discussion on the
dangers of artificial intelligence has shifted from abstract and rather academic
to a discussion required by the general public. In addition, the European Com-
mission issued a draft of the novel AI Act, which already generated a lot of
discussions, not only with respect to the exact definition of AI in the act, but
especially regarding the assignment of risk levels to certain technologies, with
the high capabilities of Chat GPT 3.5 being fuel to this discussion. Security as
a major concern is seen twofold: On the one hand, security AI systems against
potential (typically human) adversaries and thus making them robust and trust-
worthy. On the other hand, people require protection against AI systems and
their decisions, in case these are detrimental to their well-being, a discussion
which can be dated back at least until 1941 to Asimov’s three laws of robotics [1]
and leading to the definition of Trustworthy AI.

Still, providing secure and trustworthy AI systems is non-trivial when fac-
ing modern approaches of machine learning: While rule based systems provide
explainability to a certain practical degree, this cannot be said for the deep
learning models currently used in a multitude of applications fields ranging from
the medical field [17] to smart farming and forestry [12]. Especially when con-
sidering reinforcement learning, many approaches like penetration testing [23]
become moot, as (i) many testing approaches like input fuzzying might change
the underlying model resulting in damage to the tested system while yielding
the not-so-astonishing result that a model fed with garbage produces garbage
and (ii) the model itself is constantly changing, i.e. the system tested today is
different from the system available tomorrow in an unpredictable way from a
security perspective.

In this paper we propose the notion of Controllable Artificial Intelligence or
Controllable AI as an alternative to the more classical approach of Trustworthy
AI and detail the major differences. The main purpose of this editorial paper lies
in providing a starting point for discussion on how the new complex AI systems
that will definitively get put into service within the next years can be secured,
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without either requiring huge improvements in explainability capabilities, nor
an unrealistic reduction of the algorithms in use to an explainable and fully
transparent selection. Furthermore, we provide an overview on techniques that
can be used for achieving Controllable AI.

This paper is organized as follows: Sect. 2 provides an overview on the most
important related concepts like trustworthy AI and explainability, as well as some
relevant details on the upcoming AI Act. In Sect. 3, we define Controllable AI
and compare it to the concept of trustworthiness, while Sect. 4 gives an overview
on selected techniques for achieving control. Finally, in Sect. 5 we discuss the
approach and its potential in actual application.

2 Background

In this section, we will discuss some background definitions that build the founda-
tion for the notion of controllable AI. It must be noted that sometime definitions
differ slightly, we therefore have selected those definitions that we consider to be
the most prominent in recent literature, but acknowledging that high level defi-
nitions might change depending on authors, time of writing and exact research
field.

2.1 The Explainability Problem

The main challenge in the explainability problem is the complexity and opacity
of deep learning models used in many AI applications. Deep learning models,
such as neural networks, are highly complex, nonlinear and high dimensional
and consist of numerous interconnected layers, making it extremely difficult to
understand how such a model arrive at their predictions or decisions. Therefore
such models are called as black boxes, meaning that it is challenging to trace
the reasoning or logic behind their outputs.

Explainability in AI refers to the ability to provide understandable and inter-
pretable explanations for the decisions made by AI systems [4]. It is important
for various reasons, including enabling experts but also end-users sometimes to
understand and trust AI outputs, ensuring ethical and fair decision-making, iden-
tifying and rectifying biases or errors in the models, and facilitating regulatory
compliance. Deep learning models learn from vast amounts of data and extract
complex patterns and representations, making them highly accurate in many
tasks. However, this accuracy often comes at the cost of interpretability. The
relationships and features learned by these models are often distributed across
multiple layers, making it challenging to provide clear and intuitive explanations
for their decisions.

Furthermore, deep learning models are often non-linear and highly param-
eterized, with billions or even trillions of learnable parameters. This makes it
difficult to trace the influence of individual inputs or features on the model’s
output. As a result, it becomes challenging to provide human-understandable
explanations that can be easily interpreted and validated.
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Addressing the challenge of explainability in deep learning models requires
research and development of new methods and techniques [16]. Various
approaches, such as feature importance analysis, gradient-based methods, rule
extraction, and model distillation, are being explored to enhance explainability.
However, finding a balance between explainability and maintaining high perfor-
mance and accuracy in deep learning models remains an active area of research
and a significant challenge in the field of AI.

To tackle this challenge, it is crucial to seek standardized definitions in
both technical standardization and legislation. Standardized definitions provide
a shared understanding and a common language for discussing and evaluating
AI systems [20]. Efforts are underway to establish consistent definitions and
guidelines to ensure the transparency and explainability of AI models, especially
in contexts such as regulatory frameworks like the AI Act which goes towards
trustworthy AI.

2.2 Trustworthy AI

The most powerful learning methods generally suffer from two fundamental
problems: On the one hand, it is difficult to explain why a particular result
was obtained (see above), and on the other hand, our best methods are lacking
robustness. Even the smallest perturbations in the input data can have dra-
matic effects on the output, leading to completely different results. In certain
non-critical application areas, this may not seem so dramatic. But in critical
areas, e.g., medicine, and especially clinical medicine, the issue is trust - and
the future trust of clinicians in AI technologies. Explainability and robustness
increase reliability and trust in the results [13,14].

Trustworthy AI has been one of the fundamental key concepts for dealing
with the problems of AI during the last years. The High-Level Expert Group
(HLEG) of the European Union put forth the following seven key requirements
for Trustworthy AI [11]: (1) human agency and oversight, (2) technical robust-
ness and safety, (3) privacy and data governance, (4) transparency, (5) diversity,
non-discrimination and fairness, (6) environmental and societal well-being and
(7) accountability. This definition puts great focus on the fact that trustworthi-
ness is not a purely technical issue, but has to consider the socio-technological
systems involving AI, therefore requiring an AI to possess three key character-
istics throughout its entire life-cycle: (1) Lawfulness, (2) adherence to ethical
principles and (3) technological, as well as social, robustness.

The NIST provides a slightly different set of characteristics for trustworthy
AI [22], which need to be (1) valid and reliable, (2) safe, (3) secure and resilient,
(4) accountable and transparent, (5) explainable and interpretable, (6) privacy-
enhanced, and (7) fair with harmful bias managed. While these two sets are quite
similar in nature, it puts more focus on the system reliably producing correct
results (characteristic 1) and splits safety and security into two characteristics,
which we deem useful, as the mindsets behind both approaches are very dif-
ferent. Furthermore, the HLEG-definition focuses far more on human oversight,
which can be problematic in many automated decision making processes in e.g.
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industrial automation [21], in pervasive health technologies [19], or in clinical
applications [24]. Also, key requirement 6 on environmental and societal well-
being can be problematic in many application areas, both, in industry, as well as
military applications, which, nevertheless, require a high level of trustworthiness.

For the remainder of this work, we will mainly focus on the NIST-
characteristics. It must be noted that both publications, while focusing on their
definitions, state that they do not claim them to be exhaustive.

2.3 The AI Act

The AI Act that is currently available in draft format [5] focuses on establishing
harmonized rules for the development, marketing and use of AI in the EU as
its main goal. This includes ensuring that AI systems placed on the EU market
are safe, as well as ensuring legal certainty, for investment and innovation in the
field of AI, improving governance and effective enforcement and facilitating the
development of a single market for legitimate, safe, and trustworthy AI [8]. This
also includes the definition of forbidden AI systems like state-run applications
for social scoring and dividing AI applications into three distinctive categories
based on perceived risk:

– Unacceptable Risk: These systems are prohibited under the AI-Act and
include social scoring by any public authority, real-time remote biometric
identification in public spaces for law enforcement and behaviour manipula-
tion, amongst others.

– High-Risk: Any AI system that constitutes a safety critical component, or is
where the product is protected under a certain range of specific legislation as
outlined in Annex II of the act. Furthermore, Annex III provides a taxative
enumeration of application fields. Any product containing an AI component
that falls under at least one of these fields must be considered as high-risk
AI. This includes biometric and medical use cases, but also applications in
the field of education amongst others. High-risk AI systems must adhere
to several requirements, reflecting fundamentals of trustworthy AI like risk-
management, transparency requirements and data management.

– Limited Risk: These systems are subject to additional requirements with
respect to transparency and focus on chat bots and deep fakes amongst oth-
ers. The categorization of the given examples is currently under discussion
due to the qualities of Chat GPT [10].

– Minimal Risk: All other system, these are basically unregulated under the
AI-Act, but are encouraged to voluntarily follow the requirements for high-
risk AI systems as a code of conduct. Systems for spam detection are given
as an example for systems of this category.

The definition of what constitutes which category is defined in Annex III of
the act and mainly focuses on the application space, like e.g. biometric identifica-
tion and categorisation of natural persons, management and operation of critical
infrastructure or education and vocational than on the technological basis. The
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act is currently under scrutiny due to (i) the problematic definition of AI and (ii)
because of rating chat bots into as limited risk AI system in the pre-Chat-GPT
draft.

3 Principles of Controllable AI

The major idea behind Controllable AI is that certain requirements derived
from the definition of trustworthy AI (see Sect. 2) cannot be fulfilled in real
live environments. Furthermore, we assume that with the gold digger mindset
currently surrounding AI and its application space, developers and companies
will not want to utilize explainable but inherently less powerful applications, i.e.
we do not agree with the idea that risk management will overrule practical system
capabilities due to concerns of trustworthiness in practical system development.
This is not only due to the unclear definitions in regulations that leave a wide field
for interpretation, but also due to competition with other players and especially
between nations.

Furthermore, while typically data is mentioned as an (important) factor for
building trustworthy AI, we are of the opinion that the impact of data on these
systems in neglected by intrinsically focusing on the system code. Still, in many
machine learning applications, the relevant knowledge, as well as many dangers
like algorithmic bias, do not lie within the code, but the models, i.e. we need to
talk about data defined software with a focus shifting from code to data. This is
especially important for security considerations, as the code might be perfectly
fine, but e.g. backdoors in the model allow for corruption of classification results.
This also has an effect on how we need to describe a system life-cycle: While
the system might be static from the code side, it might change a lot due to
new models being incorporated. This can be especially problematic in cases of
reinforcement learning, where the mode changes constantly and even versioning
becomes a management nightmare in realistic environments featuring high data
volumes. Here, the actors steering the learning process, whether human or also
automated, become an additional liability, as they possess a certain influence on
the iterative process that shapes the future system.

The principle behind Controllable AI is the assumption that no AI-system
should be considered trustworthy and that methods need to be put in place that
allow to detect malfunction and regain control.

As Controllable AI is a deviation from the definitions of Trustworthy AI, it
must be noted that the authors of the two most prominent definitions of Trust-
worthy AI were very clear about the fact that their principles/characteristics
might come into conflict with each other or with the application field in ques-
tion, thus, even in Trustworthy AI, while the respective principles/characteristics
should be followed as good as possible, conflict needs to be resolved. In Control-
lable AI we, on the other hand, explicitly weaken these principles/characteristics
without the advent of an explicit conflict.

Basically, Controllable AI cares about the detection of failure and the appli-
cation of mechanisms that either allow for rectification, or at least for removal
of the AI component:
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– Explainability is thus relegated from a key requirement/characteristic to a
method for achieving control, i.e. we do not assume that we can (or even
want to) provide explainability. For example, we do not want to trade in 10%
points of detection accuracy for explainability in a cancer detection system.
Furthermore, this is very much related to actual, often unexplainable, human
behaviour: In the example of driving, human actors can often not explain
their decisions that led to certain events like, e.g., overlooking a car, yet we
require autonomous driving to be fully explainable.

– The same holds true for Transparency, which is a requirement that we typi-
cally cannot achieve when dealing with human actors, as these forget things,
or take decisions based on intuition.

– Regarding Security and Resilience, a fully secured and hardened system might
even be a problem in cases where we want to introduce overrides or even
emergency backdoors in order to help us remove a system gotten out of hand.
So, while we do not tamper with this requirement too much in principle, and
the introduction of a backdoor could be defined as a feature, most researchers
in IT-Security consider this to be a weakness.

– With respect to Privacy, this is very much depending on the actual use-case,
but should be considered as best as possible.

– We skip the key requirement of environmental and societal well-being, as this
(i) is depending on the actual use-case and is highly debatable for applications
in e.g. the military sector and also might depend on an ideological point
of view. Furthermore, (ii) it does not integrate well with our approach of
controlling systems per se.

4 Techniques for Controllable AI

While, of course, many techniques might be used to achieve control over an
AI system, we want to focus on the techniques we consider to be either most
prominent, interesting, illustrative for the approach or usable for practical appli-
cations. Thus, while this list is definitively not comprehensive, it should give a
good overview on the key concepts. It must be noted that not all techniques will
be applicable in every setting.

4.1 Detecting Control Loss

The first part in order to control a system lies in achieving detection capabilities,
whether something wen wrong and to what extent. Thus, detection of control
loss is a fundamental task.

Providing Explainability: This is certainly one of the most powerful methods.
By being able to explain decision making, or even provide a formal model of the
system, control loss can be identified straightforward in many cases. Still, as we
argued in Sect. 3, this might be impossible to reach for a given set of algorithms
and/or data sets, also including methods for reinforcement learning that con-
stantly change their model. Thus, as we have already outlined, we relegated the
principle of Explainability to a method for achieving control.
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Sanity Checks: In many application fields, while the exact result might be in-
transparent and hard to control for the human user, certain boundaries can be
drawn where violations are simple to detect. Trivial examples include detection
of testicular cancer in biological women, but often resort to a deeper under-
standing of the underlying workings of a (business) process like e.g. traffic in
telecommunication networks based on weekdays, events or holidays. Such mea-
sures are often already in place in industrial environments when dealing with
potentially incorrect sensor information.

Corrective Model with Alternative Data: As an extension of applying sanity
checks, which we consider to be rather static, an alternative, corrective model
could be trained on a different data set. This set needs to be more or less redun-
dant to the original data, maybe using less data or simpler features, but close
enough in order to generate the boundaries for sanity checks. Details, of course,
very much depend on the actual use-case and data sets in question, as well as
the additional effort introduced.

4.2 Managing Control Loss

In order to (re-)gain control, many different mechanisms can be applied. While
the selection and often also the design will largely depend on the actual system
in place, we provide an overview on some rather generic approaches that can be
used in many different applications.

Divine Rules: Especially in optimization applications, the optimal solution from
a mathematical point of view might not be the one aspired due to e.g. ethical
reasons. These so-called divine rules could be coded into an additional rule-based
model that either invokes the reward function in reinforcement learning in order
to steer the model away, or overrule a decision made by the AI and trigger a
warning.

Training Clearly Defined Non-goals: Defining non-goals and training the model
accordingly can be a powerful tool. Thus, these non-goals have to formulated
in the form of training goals and relevant training data needs to be provided in
case of trained models. However, stability of these goals needs to be discussed
in cases of reinforcement learning or systems introducing an expert in the loop.

Destructive Backdoors: In some selected applications, e.g. in the military sector,
it might be important to have means for shutting an AI off completely. While
this currently sounds rather like Science Fiction, battlefield automation amongst
other applications might require such a technique, especially when self-hardening
of the system is also done by the AI. Typically, such a backdoor would be intro-
duced on the logical (code) level, but might also include model components. This
measure, of course, directly violates the principles of security from the definitions
of Trustworthy AI.
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Intentional Bias/Logical Backdoor: In certain cases it might be useful to intro-
duce intentional bias into the trained model in order to steer the decision making,
or even make certain results impossible. For example, this could be done in order
to introduce positive discrimination into machine learning.

Fail-Safes and Logic Bombs: Apart from backdoors, which constitute a method
for arbitrarily taking over control of the system, fail-safes are introduced into
the AI beforehand and execute themselves depending on certain events inside
the system, e.g. when certain decisions are reached that are incompatible with
ethical values. Using logic bombs, these could reset the model or even shut down
the entire system.

4.3 Support Measures

This section comprises measures that can help in the detection, as well as the
management of control loss and are to some extent even required for controlling
a system altogether.

Transparent AI Decisions: Making transparent, which decision was done by an
AI and were other processes interfered is a very important technique, very much
in vein with the original concept of Trustworthy AI and, to some extent, also
required for compliance with the AI-Act. It is a pre-requisite for detecting, as
well as managing control loss.

Transparent Data Management: As we have already outlined, in many machine
leaning based systems, data is as important, if not even more important, for the
definition of a system as the code itself - still not a lot of attention has been
put on this fact that we have to consider these systems as data defined software.
Being able to decide, which data had been used at what point in time of the
decision making is thus of the utmost importance for exerting control over such
a system, as much as being able to explain the algorithm in use. This can be
especially challenging in reinforcement learning.

5 Discussion

The notion of Controllable AI presented in this paper offers an alternative app-
roach to addressing the challenges of securing and managing AI systems. By
deviating from the strict principles of Trustworthy AI, Controllable AI acknowl-
edges the limitations of achieving complete trustworthiness in real-life environ-
ments. Instead, it emphasizes the need for methods that enable the detection of
malfunction and the ability to regain control over AI systems.

One of the key observations in Controllable AI is the shift of focus from
code-centric approaches to data-centric approaches. While code plays a crucial
role, the impact of data on AI systems, including issues like algorithmic bias
and model vulnerabilities, cannot be ignored. Controllable AI recognizes the
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importance of addressing data-defined software and the continuous evolution of
models within the system lifecycle. This recognition highlights the significance
of understanding and managing the actors involved in the learning process, as
they influence the system’s future behavior.

The techniques proposed for achieving Controllable AI provide practical
insights into how control loss can be detected and managed. Measures such as
sanity checks, alternative data training, transparent AI decisions, and the incor-
poration of divine rules or corrective models demonstrate potential avenues for
ensuring control and mitigating undesired outcomes. However, the applicability
of these techniques may vary depending on the specific use case and data sets
involved.

It is important to note that the concept of Controllable AI does introduce
exceptions to the principles of trustworthiness, particularly in terms of security.
Techniques like introducing destructive backdoors or intentional bias raise eth-
ical considerations and potential risks. Striking a balance between control and
security while maintaining ethical standards is a critical aspect that needs to
be carefully addressed in the development and deployment of Controllable AI
systems.

6 Conclusion and Outlook for Future Research

This paper has proposed Controllable AI as an alternative approach to Trust-
worthy AI, focusing on achieving control and management of AI systems without
compromising practical capabilities or transparency. By recognizing the limita-
tions of achieving complete trustworthiness, Controllable AI provides a frame-
work for detecting and managing control loss in AI systems. The techniques
discussed offer practical insights into how control can be regained and undesired
outcomes can be mitigated.

Future research in the field of Controllable AI should further explore and
refine the proposed techniques. Extensive experimentation and case studies
across different application domains would help validate the effectiveness of
these techniques and identify their limitations. Additionally, ethical considera-
tions associated with exceptions to trustworthiness principles, such as intentional
bias or destructive backdoors, require in-depth investigation and guidelines for
responsible implementation.

Furthermore, research efforts should focus on developing standardized
methodologies and frameworks for assessing and certifying the controllability
of AI systems. This would help establish guidelines and best practices for devel-
opers, regulators, and end-users, ensuring the safe and responsible deployment
of Controllable AI in various domains.

As AI continues to advance and permeate various aspects of society, the dis-
cussion on securing AI systems and managing their behavior becomes increas-
ingly crucial. The concept of Controllable AI offers a valuable perspective and
opens up new avenues for research and development in this area. By embracing
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the idea of control and management in AI systems, we can strive for more prac-
tical and accountable AI solutions that cater to the needs and concerns of both
developers and end-users.
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19. Röcker, C., Ziefle, M., Holzinger, A.: From computer innovation to human integra-
tion: current trends and challenges for pervasive HealthTechnologies. In: Holzinger,
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