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Abstract

Lack of available resources such as text corpora
for low-resource languages seriously hinders
research on natural language processing and
computational linguistics. This paper presents
AlbMoRe, a corpus of 800 sentiment annotated
movie reviews in Albanian. Each text is labeled
as positive or negative and can be used for sen-
timent analysis research. Preliminary results
based on traditional machine learning classi-
fiers trained with the AlbMoRe samples are
also reported. They can serve as comparison
baselines for future research experiments.

1 Introduction

The growth of data-driven artificial intelligence so-
lutions for language processing tasks has motivated
the creation of big text corpora (Boulton, 2017;
Corino and Onesti, 2019). These corpora usually
contain a text part in a natural language and are
often labeled with some extra information (e.g., a
category) added by humans. As a matter of fact,
most of the available research corpora have been
developed for English language.

The resources like text corpora, processing soft-
ware and pre-trained models created for “smaller”
languages, also known as low-resource or under-
represented languages, are scarce. This creates dif-
ficulties, hinders progress and limits the obtained
performance in modelling and automating natural
language processing and computational linguistics
tasks for those languages.

This paper presents AlbMoRe, a corpus of 800
movie reviews in Albanian language, created with
the goal to foster sentiment analysis research.1 The
reviews were collected from IMDb2 which is the
most popular internet platform with information re-
lated to movies and user reviews about them. The
reviews in AlbMoRe belong to 67 movies of differ-
ent genres. A set of sentiment analysis experiments
1Download from: http://hdl.handle.net/11234/1-5165
2https://www.imdb.com

were run on the corpus, assessing the classifica-
tion accuracy of a few traditional machine learning
models.3 The respective results should serve as
comparison baselines for further experiments in-
volving more advanced models in the future.

2 Related Work

Sentiment analysis of texts is about using labeled,
unlabeled, or partly labeled corpora for training in-
telligent models that are later used to automatically
analyze the emotional polarity of text fragments.
The text units that are analyzed can be short mes-
sages up to a sentence long, reviews about products
up to a paragraph long or even longer units span-
ning up to an entire document.

The simplest task of the trained intelligent mod-
els is to recognize the sentiment polarity of the
text, which is to sort out the positive units from the
negative ones. In reality, we often encounter neu-
tral texts as well. The task becomes harder when
we also need to assess the degree of positivity or
negativity, or when we need to know about more
specific emotional states such as enjoyment, anger,
disgust, sadness, fear and surprise.

Sentiment analysis has been traditionally con-
ceived as a binary or multi-class classification task,
using the vector space model and the Tf-Idf weight-
ing scheme to represent the texts (Ramos, 1999;
Baeza-Yates and Ribeiro-Neto, 2011). The meth-
ods have been based on machine learning algo-
rithms (Pang et al., 2002) trained with corpora that
were labeled and curated by human experts (Pang
and Lee, 2004).

Later on, denser text representations based on
word embeddings were invented (Mikolov et al.,
2013; Pennington et al., 2014) and larger sentiment
analysis corpora like the one based on IMDb movie
reviews4 (Maas et al., 2011) or other datasets of
song lyrics (Çano and Morisio, 2017, 2018) were
3Code at https://github.com/erionc/AlbMoRe
4https://ai.stanford.edu/~amaas/data/sentiment
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Characters Tokens
Minimum 28 5
Maximum 140 31
Average 75.5 15.2

Table 1: Movie review length statistics.

published. Better results were achieved using mod-
els based on neural networks (Kim, 2014; Çano
and Morisio, 2018).

The recent developments based on pre-trained
language models further improved the results
(Hoang et al., 2019; Yu et al., 2022). These large
models are pre-trained on huge amounts of unla-
beled texts, but need to be fine-tuned with labeled
corpora which are mostly in English language. Sen-
timent analysis research in low-resource languages
is hindered by the lack of such corpora. In partic-
ular, no labeled and curated corpus for sentiment
analysis of Albanian texts has been released yet.

3 AlbMoRe Corpus

User movie reviews are non-professional opinions
that users post in social networks or websites about
movies they watch. They are very popular today
and come in the form of a numerical assessment,
verbal (written) description or both. IMDb offers a
large source of such reviews which have been used
to create different research corpora.

For building AlbMoRe, 67 movies listed in
IMDb were chosen. These movies have been pre-
miered in the late 80s, in the 90s and in the 00s.
One criterion for choosing the movies was the max-
imization of genre diversity. To that end, the list in-
cludes movies of different genres such as action, ro-
mance, thriller, fiction, adventure, comedy, drama,
horror and even a cartoon.

Another selection criterion was the length of
the review text. Only reviews of at least one full
and properly formatted sentence and at most four
sentences long were collected. Since emotions of
longer texts are usually harder to analyse, reviews
of more than four sentences (which are numerous)
were ignored. The review length statistics of the
corpus are shown in Table 1.

The user reviews of each movie were found in
IMDb and initially ranked in descending and as-
cending order based on their star rating. Reviews
of 10, 9 or 8 stars were considered as candidates
for obtaining positive samples. Similarly, reviews
of 1, 2 or 3 stars were considered as candidates for

Review Polarity
E adhuroj këtë film, edhe pasi e kam
parë sa e sa herë. Skenat epike me
aksion në beteja janë fantastike.

positive

Aspak origjinal! Ka shumë gabime
historike që e zbehin interesin për
këtë film.

negative

Table 2: Illustration of two data samples.

obtaining negative samples.

The text descriptions of the candidate reviews
were carefully read and translated in Albanian. At
the same time, they were also labeled as either
positive or negative. For each movie, an equal
number of positive and negative reviews (from five
to ten in each case) were collected, resulting in a
fully balanced corpus with 400 positive reviews
and 400 negative ones.

Table 2 illustrates two samples of AlbMoRe cor-
pus which belong to the movie “Gladiator”, pre-
miered in the year 2000. The first review is positive
and the second one is a negative.

4 Preliminary Experimental Results

This section presents the results of some basic ex-
periments that were run using AlbMoRe corpus
and a few traditional machine learning models for
classification. Since these results are intended only
as simple baselines for future studies, no advanced
models were tried and no attempts for optimiza-
tions were made.

4.1 Preprocessing and Vectorization

Before feeding the text part of the AlbMoRe sam-
ples to the classification algorithms, a few pre-
processing steps were performed. The texts were
first tokenized, separating the words form the punc-
tuation and special symbols. This operation results
in loss of white-space symbols such as ‘\n’ or ‘\t’
which are actually not necessary. Furthermore, con-
secutive (two or more) spaces were replaced with a
single space. All symbols were also lower-cased,
which helps to reduce the vocabulary (set of unique
words). No other text pre-processing steps like
stemming or lemmatization were applied. Finally,
Tf-Idf with default parameters was chosen for vec-
torizing the words.



Model Accuracy
Support Vector Machine 0.925
Logistic Regression 0.915
Decision Trees 0.81
Random Forest 0.875

Table 3: Sentiment analysis results.

4.2 Classification Algorithms

A few preliminary experiments were run on the
corpus, trying four traditional machine learning
algorithms. One of them is SVM (Support Vec-
tor Machine) which has been successfully used for
both classification and regression tasks since the
nineties when it was invented (Cortes and Vapnik,
1995). It utilizes the concept of hard and soft mar-
gins which are separation hyper-planes to optimally
separate the samples of different classes from each
other. The addition of the kernel parameter enables
SVM to perform well even on data that are not lin-
early separable by transforming the feature space
(Kocsor and Tóth, 2004).

Logistic regression is another algorithm which
despite being simple, yields good results on a high
number of tasks. It makes use of the logistic func-
tion to determine the probability of samples pertain-
ing to classes. It is also one of the fastest algorithms
to train.

Decision trees have been around since many
years and are based on a hierarchical tree struc-
ture with branches which represent the values of
the analysed features and nodes which represent
states or decisions (Quinlan, 1986). They usually
work well when the data consist of different types
of features mixed together.

Finally, random forest is an Ensemble Learning
method that was also invented in the 90s (Ho, 1995).
It computes the average of the results obtained from
multiple decision trees, providing lower variance.

4.3 Discussion

Each of the four supervised learning algorithms
was trained with its default parameters on the 600
training samples of AlbMoRe and was tested on the
respective 200 test samples. The accuracy scores
obtained for each of them are shown in Table 3.
As we can see, SVM leads with an accuracy of
92.5 %. Logistic Regression follows closely with
an accuracy of 91.5 %. The two algorithms based
on trees lag behind. Decision trees are especially
weak reaching an accuracy of 81 % only. Random

forest performs better, providing an accuracy of
87.5 %.

5 Conclusions

Research on computational linguistics or natural
language processing tasks such as sentiment anal-
ysis requires corpora which are not available for
every language. To foster research on sentiment
analysis of Albanian texts, this work creates and
presents AlbMoRe, a corpus of movie reviews col-
lected from IMDb. It consists of 800 text samples
labeled as positive or negative. A set of experi-
ments and the respective results is also presented.
They should serve as baselines for future research.
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