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—— Abstract

Algorithms with predictions is a new research direction that leverages machine learned predictions
for algorithm design. So far a plethora of recent works have incorporated predictions to improve on
worst-case bounds for online problems. In this paper, we initiate the study of complexity of dynamic
data structures with predictions, including dynamic graph algorithms. Unlike online algorithms, the
goal in dynamic data structures is to maintain the solution efficiently with every update.

We investigate three natural models of prediction: (1) d-accurate predictions where each predicted
request matches the true request with probability d, (2) list-accurate predictions where a true request
comes from a list of possible requests, and (3) bounded delay predictions where the true requests
are a permutation of the predicted requests. We give general reductions among the prediction
models, showing that bounded delay is the strongest prediction model, followed by list-accurate,
and d-accurate.

Further, we identify two broad problem classes based on lower bounds due to the Online Matrix
Vector (OMv) conjecture. Specifically, we show that locally correctable dynamic problems have
strong conditional lower bounds for list-accurate predictions that are equivalent to the non-prediction
setting, unless list-accurate predictions are perfect. Moreover, we show that locally reducible dynamic
problems have time complexity that degrades gracefully with the quality of bounded delay predictions.
We categorize problems with known OMyv lower bounds accordingly and give several upper bounds
in the delay model that show that our lower bounds are almost tight.

We note that concurrent work by v.d.Brand et al. [SODA ’24] and Liu and Srinivas [arXiv:2307.08890]
independently study dynamic graph algorithms with predictions, but their work is mostly focused
on showing upper bounds.
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1 Introduction

Modern Machine Learning predictions models are surprisingly accurate in practice and
exploiting their, seemingly ever improving, accuracy is a novel direction in theory. Algorithms
with predictions provide a framework to study whether machine-learned advice can improve
algorithmic performance. Ideally, an algorithm with predictions should improve significantly
over a worst-case algorithm if the given predictions are perfect while never performing
worse than a worst-case algorithm, regardless of prediction quality. The performance of the
algorithm should improve with the quality of the predictions and the performance guarantees
of the algorithm should hold without knowledge of prediction quality.

In online problems!, various prediction models (e.g. [8, 27]) have been studied extensively.
There are a wide range of problems where predictions allow to improve quality over worst-
case optimal competitive ratios, such as counting sketches [34, 1, 21], bloom filters [38],
caching/paging [50, 43, 10, 35, 4], ski rental [47, 9, 5, 51], correlation clustering [52], among
many others.?2 The standard assumption is that the algorithm is given access to the predictions
for the whole sequence of operations (or requests) before the algorithm has to produce its
first output, i.e, during preprocessing. Dependent on the quality of the prediction, algorithms
with prediction should provide a smooth transition between the online and offline problems.

In this paper, we initiate the study of complexity of dynamic data structures and
algorithms with predictions. Unlike in online algorithms, the main goal in the dynamic
setting is to maintain the solution efficiently with every update. To the best of our knowledge,
investigating the potential of algorithms with prediction in the dynamic setting has only
just started with our present work, and the independent, concurrent work of van den Brand,
Forster, Nazari, and Polak [54] and Liu and Srinivas [42]. Borrowing terminology from
online algorithms with prediction, we have the following three goals in designing dynamic
algorithms with prediction. 1) The algorithm should be consistent, achieving the performance
of an optimal offline algorithm when the prediction quality is high. 2) The algorithm
should be robust, matching the performance of an (online) dynamic algorithm regardless
of prediction quality. 3) The algorithm’s performance should degrade gracefully between
the two extremes as prediction quality deteriorates. Given the predictions, we can allow
polynomial preprocessing time. When the actual updates arrive, the dynamic data structure
must process them fast provided the available information from preprocessing.

As an example, consider the Online Matrix Vector (OMv) problem which has been
instrumental in developing lower bounds for dynamic data structures [29]. In this problem,
given a Boolean matrix M of size n X n, and an online sequence of n vectors v1,...,U,, the
algorithm must compute Mu; before seeing vy 1. While the OMv conjecture states that
the total time needed to process these n vectors cannot be sub-cubic, if these vectors are
given apriori as part of predictions, then one could have preprocessed them in O(n®) time
using fast matrix multiplication where w < 2.373, and output the results in O(n) time per
vector. This is often called the offline-online gap. Of course, it is unrealistic to assume that
predictions are completely accurate. But this already showcases ample room for potential
improvements in dynamic data structures due to algorithms with predictions.

For dynamic graph problems, a line of work initiated by [29] establishes conditional
lower bounds on the time trade-offs between updates and queries for a large number of
dynamic problems, based on the OMv conjecture (see e.g., [16, 26, 12, 30, 31]). However,

L We use online to denote problems where the input consists of a sequence of operations, which can
modify the input or ask a query about the input, and offline to denote that all input is given at once.
2 See, for example, https://algorithms-with-predictions.github.io or the survey [45].
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these reductions typically consist of update sequences that present repetitive behaviour, e.g.
repeatedly requesting certain updates, asking a query, and then reverting the updates again.

Algorithms with predictions might have a tremendous potential for improving the running
time bounds on such sequences. The central question that we investigate in this work is:

Can predictions lead to provably faster dynamic graph algorithms?

1.1 Contribution and Paper Outline

Warm Up: OMv with Predictions. Given the central importance of the OMv Problem,
we start by investigating if algorithms with predictions can bypass the bounds of the OMv
Conjecture (Section 2.2). The OMv problem consists of an n x n Boolean matrix M which can
be preprocessed in polynomial time. Then a sequence of n Boolean vectors vy, ve,. .. arrives
and the Boolean product Mu; needs to be output before ;41 arrives. Suppose the algorithm
is given prediction (01, ...,0,). A natural measure to quantify prediction errors could be the
maximum ¢; distance or Hamming distance between ¢; and v; for t = 1,2,...,n. We show a
smooth transition in complexity across the offline-online gap for OMv that uses predictions
with bounded Hamming distance (Theorem 7). Moreover, our lower bound (Theorem 8) shows
that the algorithm is essentially optimal under the OMv conjecture.

Our study then turns to analyzing conditions that allow or prevent obtaining similar
positive results for more general dynamic data structures and graph problems with appropriate
prediction models.

Prediction Models for Dynamic Problems and General Lower Bounds. We propose and
analyze three quality measures for predictions for dynamic problems. These are (1) §-accurate
predictions, where each predicted request matches the true request with probability at least 9,
(2) list-accurate predictions, where the prediction consists of a list of possible requests for each
time step, and (3) bounded-delay predictions, where the true requests are some (unknown)
permutations of the predicted requests.

The d-accurate predictions [27] and bounded-delay predictions [47, 50, 43, 7, 41] have
already been studied in the online algorithms literature. The list-accurate predictions are
similar to the multi-prediction model [3, 17, 6] where the best prediction from a list needs to
be selected at every step. It can also be seen as a generalization of d-accurate predictions by
providing a list of possibilities, out of which one is the correct update. For algorithms with
d-accurate predictions, where § € (0, 1), we show that any lower bound on the time complexity

from the non-prediction setting carries over, reduced by a factor of 1 — ¢ (Proposition 10).

Then we give general reductions between the prediction models, showing that lower bounds
for bounded delay predictions imply lower bounds for list-accurate predictions (Lemma 17),
which imply lower bounds for §-accurate predictions (Lemma 12). This provides a natural
hierarchy in the power of prediction models. Furthermore, we hope our “Alternating Parallel
Simulation” technique (Lemma 17) is of interest for analyzing further prediction models.

Locally Correctable Problems: Hardness for List-Accurate Predictions. In Section 5, we
introduce a class of locally correctable dynamic problems (defined informally below), and
show that OuMv lower bounds for these problems continue to hold for any algorithm with
list accurate predictions, unless the predictions are perfect (i.e. the list of each time step has
size 1). The OuMv problem is a modification of the OMv problem where we are given two
sequences of n vectors uy, s, ..., U, and Uy, Vs, ..., U, along with the matrix M of n x n
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Figure 1 A small example of the OuMv lower bound construction for the #s-/\ problem. The
diagram shows that a 1 in the matrix or in vectors corresponds to an edge existing in the graph.

dimensions. The product ﬂ';r M7y needs to be computed before seeing sy, Ui41. The OuMv
conjecture excludes algorithms with total update and query time that is subcubic in n, and
follows from the OMv conjecture (see Theorem 6).

An L-list accurate prediction (Definition 11) for a request sequence of length T' consists
of T lists of size < L, such that the ¢-th list must contain the true request at time .

» Theorem 1 (Informal, cf. Theorem 27). Suppose P is a locally correctable problem. Then,
the conditional lower bound from OuMuv holds for P even if the algorithm is given 2-list
accurate predictions.

We will illustrate our lower bounds using the simple #s-/A problem: counting the number
of triangles containing a special vertex s. The #s-/A problem has a simple lower bound from
the OuMv conjecture, as shown in Figure 1. Specifically, for a given n x n matrix M, we let
Gr be a bipartite graph with vertex sets U, V' each of size n. In Gz, connect (u;,v;) if and
only if M[é][j] = 1. Our underlying graph is G; with an additional special vertex s. Given
a vector update (i, U;), connect (s,u;) whenever @;[i] = 1 and (s,v;) whenever @;[i] = 1.
Then, #s-/\ exactly computes i, M;.

To construct an adversarial request sequence for an algorithm with 2-list accurate
predictions, we add an additional vertex so that the underlying graph is Gy U {s,t}. The
2-list accurate prediction is

Bi = ({(s,ui), (£, i)} )ity o ({(s,00), (1, 0i) Py © {g}

for each vector (dy, ¥;), where o is the concatenation operation. Given the vector update, the
adversary can ensure (s,u;) (resp. (s,v;)) is an edge if and only @;[i] =1 (resp. ¥;[i] =1).
Whenever the graph already satisfies the condition, the adversary flips (¢, u;) (resp. (¢,v;))
so that on query ¢, #s-/\ computes i, M.

We now discuss the general lower bound for locally correctable problems. Our lower
bound follows from a reduction from OuMyv such that the set of request sequences admit
efficiently computable 2-list accurate predictions. The basic idea is that for this class of
problems a generic “universal list prediction sequence” can be efficiently created (without
knowledge of the exact reduction sequence arising in the hardness reduction). In the #s-A
problem, this is the sequence Bj o ... o B, defined above. Now any dynamic algorithm
(without prediction) can efficiently construct this universal prediction in the preprocessing
phase and then execute an algorithm with prediction using the universal prediction. Thus,
no efficient dynamic algorithm with predictions can exist unless the OuMv conjecture is false.

Roughly speaking, a locally correctable problem P satisfies the following three properties:
1) any OuMyv instance can be simulated by choosing some subsequence of a universal request
sequence, containing updates needed for answering the query as well as updates that will
not be useful for answering the queries, called “junk” updates, 2) any P instance can be
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augmented efficiently into an instance containing both useful and useless updates, and 3)
the answer to any query in the augmented instance can be corrected efficiently to answer
the corresponding query in the original instance. For the #s-A problem, we satisfy 1) any
vector update can be simulated by choosing a subsequence of the requests

B* = ((s,u:))i=y o ((5,vi))i=1 0 ¢

2) we can augment the instance Gy U {s} with the extra vertex t to obtain G U {s,t}, and
3) since (s,t) is never an edge, #s-A(Gyr U {s}) = #s-A(Gpr U {s,t}) so that any query in
the augmented instance in fact answers the query in the original instance.

We can then construct the following reduction from an OuMyv instance. Typically, an
OuMv based reduction encodes the round’s query into the problem instance using some
subsequence of possible updates to modify the data of P only where necessary. Instead,
our reductions perform the specified update where necessary and otherwise insert a “junk”
update. As a result, obtaining a 2-list accurate prediction is simple: The list contains the
update itself and an arbitrary “junk” update. For the #s-/A problem, the true update is
(s,u;) while the “junk” update is (¢, u;), exactly the 2-list accurate prediction given by B;.

Locally Reducible Problems: Hardness for Bounded Delay Predictions. In Section 6, we
introduce a class of locally reducible dynamic problems, where proving lower bounds against
algorithms with bounded delay predictions is possible. As with list accurate predictions,
our lower bounds rely on constructing an OuMv-based reduction such that a bounded delay
prediction for the set of resulting sequences can be constructed efficiently.

Again, we will use #s-A as a concrete example to guide the ideas behind the general
reduction. Informally, a prediction has bounded delay d (Definition 15) if the prediction
p = m(p) where 7 is d-close to the identity permutation and p is the true request sequence.

Roughly speaking, a locally reducible problem satisfies two properties: 1) any OuMv
instance can be simulated by choosing some subsequence of a universal request sequence and
2) each update, if repeated often enough, say ord times, leaves the dynamic data structure
unchanged.? Inspired by algebra, we call such operations cyclic. For the #s-A problem, 1)
any vector update is simulated by some subsequence of B* as in the locally correctable case,
and 2) flipping an edge twice leaves the graph unchanged.

As before, a typical OuMv reduction proceeds by choosing a subset of possible updates in
the problem instance in order to encode a vector update. Our prediction then simply predicts
that in each query vector, every possible update will be necessary. For #s-/\, this consists
of one copy of sequence B* for each update vector. Denote each set of updates required to
encode one vector update a block. P is (u, q)-locally reducible if each block contains u(n)
updates and g(n) queries. Note #s-A is (2n, 1)-locally reducible.

Since each block consists of some subset of the universal update set, an update will not
occur before its predicted block, but it is possible an update occurs after its predicted block.
To ensure that a request does not occur too long after its expected block (say a request has
not occurred in ord blocks but it was contained in the universal request sequence already ord
times), we perform the update ord times, using property 2) to show that the underlying data
structure does not change. It follows that an update cannot occur more than ord blocks after
its predicted block. Since this sequence has small delay relative to the predicted sequence,
the universal request sequence is a prediction with small delay. Our lower bound then follows,
as any dynamic algorithm can construct this prediction during the preprocessing phase.

3 Alternatively, we could model this by giving each update operation a corresponding “undo” operation.
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Table 1 List of algorithms with predictions with d bounded delay. Each algorithm has polynomial
preprocessing time. A running time involving k states that the algorithm can handle predictions
that are d delayed with k outliers. The lower bounds state that no algorithm with polynomial
preprocessing time exists for any constant € > 0 that attains the stated update and query times
simultaneously, unless the OMv-conjecture fails.

Problem Upper Bounds Lower Bounds
Update Query Reference | Update | Query | Reference
H#Hs-/\ d+k 1 [32] dt= d*=¢ | Thm. 41
H#Hs-/\ 1 (d+ k)2 [32] d— d*~¢ | Thm. 41
Subgraph Connectivity 1 d? [32] dt— d* Thm. 41
Transitive Closure 1 d? [32] dt— d* Thm. 41
All Pairs Shortest Path 1 d? [32] d— d>=¢ | Thm. 41
Erickson’s Problem d+k 1 [32] d— d*> Thm. 41
Erickson’s Problem 1 (d+k)? [32] d— d> Thm. 41

For the #s-/A problem, suppose an edge (s,u;) has been flipped less than j — 1 times
by the j-th vector update. Then, the adversary flips edge (s,u;) twice. In particular, the
Jj-th occurrence of any edge flip must occur between the (j — 1)-th and (j + 2)-th queries.
Since our constraints also ensure that there are roughly 2n edge flips between each query,
this bounds the overall delay to O(n). In particular, for the #s-A problem, this implies that
O(n)-delayed predictions cannot offer any improvement over a worst-case algorithm.

» Theorem 2 (Informal, cf. Theorem 33 and Theorem 40). Suppose P is (u, q)-locally reducible
from OuMv. Then, the conditional lower bound from OuMv holds for P even if the algorithm
is given O(u(n) + q(n))-bounded delay predictions.

Using similar techniques, we show that the lower bound degrades gracefully as the delay
error of the prediction decreases (Theorem 41).

Examples of Locally Correctable and Locally Reducible Problems. We use our frameworks
to provide lower bounds against algorithms with predictions for the following problems:
SUBGRAPH CONNECTIVITY [24, 19, 14, 36, 2, 29], REACHABILITY [2, 29], SHORTEST PATH
[23, 18, 48, 49], DISTANCE SPANNERS/EMULATORS [12], MAXIMUM MATCHING [28, 11, 53,
16, 37], MaxiMuMm Frow [44, 29, 16], TRIANGLE DETECTION [29], DENSEST SUBGRAPH
[29], d-FAILURE CONNECTIVITY [20, 37], VERTEX COLOR DISTANCE ORACLE [33, 15, 39,
22], WEIGHTED DIAMETER [25, 29], STRONG CONNECTIVITY [2, 29], ELECTRICAL FLOWS
[26], ERICKSON’S MAXIMUM VALUE PROBLEM [46, 29], LANGERMAN’S ZERO PREFIX SUM
PROBLEM [46, 29]. All turn out to be Locally Reducible Problems. Additionally, all are
Locally Correctable Problems as well, with exception of Erickson’s Maximum Value Problem.

Dynamic Algorithms with Predictions. Finally, we give several algorithms in the fully
dynamic edge update model with bounded delay predictions for the problems #s-/A\, Subgraph
Connectivity, Transitive Closure, All Pairs Shortest Path, and Erickson’s Maximum Value
Problem. Some of them can even handle outliers, which are updates that were not at all
in the predicted set (Table 1). These algorithms with predictions are conditionally optimal
with respect to the prediction quality, matching our conditional lower bounds for d-delayed
predictions in either the update or query time. Moreover, none of these algorithms need to
know the prediction quality (the error parameter d).
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To design our algorithms, we show that the difference between the state of the predicted
data and the actual data scales with the delay error of the prediction. Furthermore, this
difference can be maintained efficiently. In the preprocessing phase, we compute the predicted
data structures, extracting useful intermediate values we require from the predicted data
structure. Now, given the online request sequence up to some time step t, we show that by
making small changes to the predicted data structure (on the order of the predictions delay)
we can recover the result of the query on the actual data structure from precomputed values
on the predicted data structure. Details are deferred to the full version [32].

Concurrent Work. Independent work of van den Brand, Forster, Nazari, and Polak [54] and
Liu and Srinivas [42] jointly initiate the study of dynamic graph algorithms with predictions,
focusing on upper bounds. [54] gives (among many other things) partially dynamic algorithms
with bounded delay predictions for transitive closure and all pairs shortest path, and show

that these algorithms are optimal with a lower bound giving the same result as Theorem 40.

[42] considers the prediction model where a deletion time is predicted for every inserted
edge, which is different from our proposed models. To the best of our knowledge, the above
summarizes any overlapping contribution with [54] and [42].

2 Preliminaries and OMv with Predictions

We define dynamic data structures in general.

» Definition 3 (Dynamic Data Structure). Let P be a dynamic problem. For any instance x
of P, let X(x) be the set of possible updates on x and let Q(x) be the set of possible queries.
When the instance is clear, we omit the subscripts and write X, Q. In the pre-processing
step, the algorithm recetves as input an initial data structure xo. At each time step t, the
algorithm receives a request py € X U Q. Given a query p; € Q, the algorithm must answer
the query correctly on the current structure x;, where x; is obtained by applying request
sequence (p1,p2,...,pi—1) to xg. The query must be answered before pyy1 is revealed.

If the updates X do not allow element deletions or do not allow element insertions, the
data structure is called partially dynamic, otherwise it is fully dynamic.

For a given request sequence p, let ppg 5] = (pa; - - -, pp) denote the sub-sequence between
the a-th and b-th time step. Let p<; = p[1, denote the prefix of the first ¢ requests in p and
let p<; denote p<;—1.

2.1 The Online Matrix Vector Problem

Our hardness results are built on the OMv Conjecture of [29].

» Definition 4 (OMv and OuMv [29, Def. 2.6]). The OMuv (resp. OuMv) problem with
parameter n consists of a n x n Boolean matriz M that can be preprocessed in time p(n).
This is followed by n-rounds of processing online input vectors.

The OMw problem consists of n vectors vy, ...,0,. For allt, the algorithm must output
M7, before Uy41 arrives.

The OuMwv problem consists of n vector pairs (t1,71),...,(Un,U,). For all t, the al-
gorithm must output i, Md; before (11, Tir1) arrives.

We call the processing of each individual input vector a round. Clearly, every OMv round
can be solved in O(n?) time, yielding a trivial O(n?) algorithm. The OMyv conjecture claims
that this is basically optimal (cf. [29, Conj. 1.1]):

62:7
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» Conjecture 5. For any constant € > 0, there is no algorithm with polynomial preprocessing
time and O(n3~%) total update time that solves OMuv with an error probability at most 1/3.

This conjecture leads to the following result for the OuMv problem (cf. [29, Thm. 2.7].).
We simply call this the OuMv conjecture even though it is just a consequence of the OMv
conjecture and not a different conjecture.

» Theorem 6. For any constant ¢ > 0, the OMv conjecture implies that there is no algorithm
with polynomial preprocessing time and total update time O(n3~¢) that solves OuMv with an
error probability at most 1/3.

2.2 Upper and Lower Bounds for OMv with Predictions

We begin by discussing how predictions affect the complexity of the OMv Problem, leading to
bounds that have a smooth transition across the offline-online gap in terms of the prediction
quality. We also give conditional lower bounds, showing that this result is optimal.

The extended Hamming distance EH (s, t) of two bit-strings s, ¢ € {0,1}" is defined as
follows. Let ¢ > 1 be the largest index with s; = s =... =spand t; =ts = ... =1y, then

EH(81...8n, t1...tp):=(s1+t1 mod 2)+ EH(Sp41-.-5n, teg1 .- -tn) -

Since each block-difference is only counted once, the EH-distance is at most the Hamming
distance, where the latter is equal to the L;-distance on {0,1}™. As a result, upper bounds
that are sensitive to EH-distance are stronger than bounds sensitive to L;.

» Theorem 7 (OMv with Predictions). Let M € {0,1}"*" and A € [0,n]. Given predictions
(D1,...,0p) that have EH (04, 0;) < A for all t, each arithmetic product Moy can be computed
in time Q(n,A) = O(nA), after preprocessing of M and (01, ...9,) in O(n*) time.

Proof. In the preprocessing phase, compute (J1,...,9,) = M(91,...,0,) using fast matrix
multiplication. Compute a Prefix-Sum array D, for each row ¢ of M. That is, D; when
queried with range [a, b] of column indices, returns the value >, ., ,y Mix = Di(b) — Di(a—1)
in O(1) time. Each D; can be computed in O(n) time, so preprocessing takes O(n®) time.
To compute the arithmetic result ¢ = M¢ for the online input ¥ € {0,1}" of some OMv
round, we determine in O(n) time the blocks by, ...,ba of index-ranges that contribute to
the extended Hamming distance FH (9, 7). Next, we initialize the result vector § with the
precomputed vector §. Then we iterate, over each row j € [n] and each block b; = [b; , )],
and add to the j-th entry in 7 the value (Ubj —ﬁb;r) > kep, Mik, where (ﬁblf _@bj) e{-1,+1}
since ¥ and 9 are bit-vectors. This requires time O(nA). |

Note that, after preprocessing, our algorithm with prediction requires time O(nA) per
round. This upper bound is also nearly the best possible that can be achieved for algorithms
with predictions that have extended Hamming distance at most A, unless the OMv-conjecture
is false. Specifically, we show a conditional lower bound stating that no algorithm can achieve
query time O(n'=¢A + nAl=¢) for any ¢ > 0.2

» Theorem 8. Let ¢ € (0,1) be a constant and A € [1,n°]. There is no algorithm with
predictions of EH-distance at most A for the OMuv problem with amortized time Q(n,A) =
O(n?=¢A +n2Al=¢) for any c > 0, if the OMuv-conjecture is true.

4 This is captured by 6(nA) with Definition 19.
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3 Dynamic Prediction Models with General Lower Bounds

The first question to ask is how to define algorithms with predictions in the dynamic setting.
In this section, we propose several prediction models for dynamic problems and show that
some definitions of predictions are so weak that almost the same lower bounds on time
complexity can be shown as in the setting without prediction.

3.1 J4-Accurate Predictions

We begin with the simplest, very general formulation that lead to improved algorithms (see
e.g. [27]). Informally, a predicted request sequence p is d-accurate if each predicted request
matches the respective online request with probability at least ¢.

» Definition 9 (J-Accurate Predictions). Let § € [0,1]. Consider a dynamic problem with
update set X and query set Q. Let D be a distribution over sequences of T requests, i.e. over
(XU Q)7T, and p = (p1, po, ..., pr) be a sequence of T predicted requests.

Then p is an §-accurate prediction for D, if each p; in p has ,E%[pt =p| >0 .

This is a natural model of prediction as accuracy is one of the most common metrics to
evaluate the performance of a machine learning model. However, we show that it is too weak
of a notion to design efficient dynamic algorithms with prediction. The following proposition
shows that for any constant 6 < 1, a dynamic problem that is hard in the online setting
remains hard even if an J-accurate prediction is available in advance. For example, even if a
dynamic algorithm has a prediction that is correct for 99.9% of future requests, known lower
bounds for the online problem still hold.

» Proposition 10 (Request Amplification). Let 6 € (0,1) be a constant and f a non-constant,
non-decreasing function in n. Suppose there is a dynamic problem P with queries Q # ()
such that any algorithm processing T requests on instances of size n requires time Q(T f(n)).
Then there exists a distribution D of request sequences from P such that any algorithm with
d-accurate predictions for D requires time Q(T(1 — 0) f(n)).

Thus, for any constant § < 1, the amortized time per request is at least Q (f(n)). This
shows that d-accurate predictions are not particularly powerful for dynamic problems with
known lower bounds. This motivates the search for alternative stronger models of prediction
under which it may be possible to harness the power of efficient offline algorithms.

One shortcoming of d-accurate predictions are their generality. Regardless of the predic-
tion, the support of the distribution D can be every possible request sequence of length T, if
we assign small enough probability to request sequences that do not match well with the
prediction. We thus investigate also more restrictive models that restrict the possible input
sequences S C (X U Q)7 for a given prediction.

3.2 List Accurate Predictions

Next we investigate a deterministic model for predictions that does not require a prediction
to exactly specify the t-th request, but only to reveal “some information” about it. If each
request is represented by a bit-string of O(log|X U Q|) bits, the following prediction model
can be thought of as revealing a subset of these bits, i.e. the prediction p; for step ¢ is a set,
of size at most L, of possible requests such that the t-th request p; € p;.
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» Definition 11 (L-List Accurate Predictions). In a dynamic problem with update set X and
query set Q, let S C (X U Q)T be a set of sequences with T requests.

A sequence of T sets p = (p1,p2,.-.,pr), where each py C X U Q, is called an L-list
accurate prediction for S, if each set p; contains at most L elements and we have for each
sequence p € S and all t € [T] that ps € pr.

Clearly, having an L-list accurate prediction with L =1 is a perfect prediction. Also note
that there is always a |X U Q|-list accurate prediction for all inputs, i.e. S = (X U Q). In
the OMv-problem for example, we have that the queries are from Q = {0,1}" and having an
L-list accurate prediction for preprocessing allows to solve each OMv round in O(n) time,
after spending O(Ln®) time for preprocessing.

» Lemma 12. Given an L-list accurate prediction p = (p1,...,pr) for S, one can compute
1

in O3, |pe]) = O(LT) time an ¢-accurate prediction ' for the uniform distribution on S.

Thus, lower bounds against algorithms with L-list accurate predictions also yield lower
bounds against algorithms with J-accurate predictions for a problem whenever § < %

Though L-list predictions are stronger than §-accurate predictions, we show that for a
wide range of locally correctable problems, strong lower bounds (similar to Proposition 10)
hold: Any algorithm using L-list accurate predictions is subject to the same conditional
lower bounds as a prediction-less online algorithm, unless the list accurate predictions are
perfect, i.e. L = 1.

We thus seek to investigate even more powerful prediction models in the following.

3.3 Bounded Delay Predictions

Unlike §-accurate and L-list accurate predictions that aimed at predicting every individual
time step t € [T], we further investigate predictions that know all T' requests in advance,
though the actual order of a request sequence may have various “small deviations” from the
predicted sequence of requests. That is, we will measure prediction accuracy by a notion
of closeness for permutations. We consider a permutation 7 € Perm(T') as a bijective map
7 : [T] — [T] on the integers [T], e.g. 7(1) is the first element of the permutation.

» Definition 13. Let d > 0 and m,0 € Perm(T). We call ® and o d-close, denoted
I —0loe < d, if |772(t) — U_l(t)’ <d for allt € [T).

To simplify exposition, we overload the notation of a permutation 7 € Perm(T') to yield a
reordering of a request sequence of length 7.

» Definition 14. For a request sequence p € (X U Q)T and m € Perm(T), let w(p) =
(p,r(l), . ,pW(T)) be the request sequence obtained by reordering p according to .

Next we formalize what it means for predicted request sequence p € (X U Q)T to be a
bounded delay prediction for a set of input request sequences.

» Definition 15 (Bounded Delay Predictions). Let S C (X U Q)T be a set of request sequences
of length T and p = (p1, P2, - .-, pr) a given sequence of T predicted requests.

Then p is d-delayed for S, if for all p € S, there exists some permutation © with
w(p) = p, and  is d-close |1 — id|o < d to the identity permutation id.

Next, we show that bounded delay predictions are a stronger notion than list-accurate
predictions, which were a stronger notion than d-accurate predictions (see Lemma 12).
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» Lemma 16. Given an integer d > 0 and a request sequence p € (X U Q)T one can
compute in O((d + 1)T) time a (2d + 1)-list accurate prediction p' = (py,...,pr) for all
request sequence sets S C (X U Q)T for which p is d-delayed.

Though the lemma requires that integer d > 0 is given as input, as opposed to the
reduction in Lemma 12, we can still reduce, from bounded delay to L-list accurate algorithms,
using an “Alternating Parallel Simulation” that searches for a 2-approximation of a minimum
d value for a request sequence p.

» Lemma 17 (Alternating Parallel Simulation). Let p, p € (XY UQ)T and d* € [0, T)] be minimal
such that prediction p is d*-delayed for the request sequence p. Suppose there is an algorithm
A’ that given an L-list accurate prediction for request sequences of length T solves P in time
O(Tf'(n,L)) after at most P'(n, L) preprocessing time. If LT + P'(n,L) = O(T f'(n, L)),
then there is an algorithm A that solves p, given prediction p, in O(f'(n,4d* + 1)logT)
amortized time, after O(T) time for preprocessing of p.

Note that the LT + P'(n,L) = O(Tf'(n,L)) condition on A’ is very mild, i.e. its
preprocessing of a list prediction of size O(LT) takes not more time than solving a request
sequence for which the prediction is L-list accurate.

Note that the “alternating parallel simulation” technique to show the reduction in the
previous lemma is quite general, though we only use it to reduce from algorithms with
bounded delay to algorithms with list-prediction (i.e. taking Lemma 16). The reduction in
the previous lemma immediately yields the following general lower bounds.

» Corollary 18. Suppose there is a dynamic problem P such that any algorithm with d-delayed
prediction requires time Q(T f(n,d)) to processes T requests on instances of size n . Then

any algorithm with L-list predictions for P requires time <$f(n, (d- 1)/4))

Clearly, there are sets of request sequences that do not admit delay predictions with
small d. In Section 6, we will however show that for many problems with OMv-based
lower bounds, it is possible to construct sets of request sequences & admitting bounded
predictions while being simultaneously powerful enough to express an arbitrary OMyv instance.
Concretely, for the class of locally reducible dynamic problems (Definitions 30 and 32) we
will show lower bounds for bounded delay predictions (even with no outliers) in Section 6.1.

4 Extensions of the OMv Conjecture

Before discussing our lower bounds against general dynamic problems, we revisit generaliza-
tions and extensions of the OMv conjecture. The OMv and OuMyv conjectures generalize
to non-square dimensions (i.e. Definition 2.1 and 2.6 in [29]). To state this, we need to
introduce the é-notation for multivariate functions (cf. [29, Definition 1.2]).

» Definition 19 (polynomially lower 6-notation). For f : N3 — N and any constants cy, ¢z, c3 >

0, we write f(ny,n2,n3) = 6(n*n$2ng*) if and only if there exist constants e, N,C > 0 such

that f(n1,n2,n3) < C(n' ng?ns® + ni'n5? " ng® + ni'ng?>ns* %) for all ni,na,ng > N.
We use the analogous definition for functions with one or two parameters.

Recall that the standard O and é-notation suppresses polylogarithmic factors.

» Definition 20 (Rectangular v-OMv and 7-OuMv). Let v > 0 be a fized constant. The

v-OMuv (resp. v-OuMv) problem with parameters no, ng consists of ny X ng matriz M given

during preprocessing, where nq := |nJ|. This is followed by n3 online vector updates.
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The v-OMwv problem consists of ng vectors vy, ...,Un,, and the algorithm must output
M4, before Uy41 arrives.

The v-OMwv problem consists of nz vector pairs (i1, V1), ..., (Ung, Uns), and the algorithm
must output MUy before U1 arrives. The v-uMwv problem is the special case of v-OuMuv
with ns = 1.

Clearly, the OMv and OuMv problems are the special cases of v-OMv and y-OuMv with
v =1 and n; = ny = ng = n. The OMv conjecture implies an analogous lower bound for the
~v-OuMyv problem (cf. Theorem 2.2 and 2.7 in [29)]).

» Theorem 21 (Hardness of 7-OMv and v-OuMv). For any constant v > 0, the OMuv conjecture
implies that there is no algorithm for v-OMuv with parameters no,ns that has preprocessing
time P(ngy) = poly(ny), total running time for all requests of 6(ningns) = 6(n " n3), where
ni1 = |n3], and error probability at most 1/3.

For any constant v, the OuMuv conjecture implies that there is no algorithm for ~v-OuMuv
with parameters ng, ng that has preprocessing time P(ng) = poly(ns), total running time for
all requests of 5(ninans) = 6(nd ' ng), and error probability at most 1/3.

It is possible to solve the OMv problem faster than ©(n?). Green Larsen and Williams [40]
gave a non-combinatorial OMv algorithm that runs in O(n3/ 29(\/@)) time. Williams [55]
gave a combinatorial algorithm that, after O(n?*¢) preprocessing, solves any OMv round in
O(n?/log® n) time. Chakraborty, Kamma and Larsen [13] settled the cell probe complexity,
showing that any data structure storing r € (n,n?) bits must have a query time t, i.e. the
number of reads from memory cells, with - ¢ = Q(n?®) and that this lower bound is tight, by
giving an algorithm with r = ¢t = O(n?/2) cell probes.

4.1 Sparse OMv Conjecture

We show in this section that the difficulty of the OMv and OuMv problem degrades gracefully

with increased sparsity of query vectors. For any integer n, let [n] = {1,2,...,n}.
The support of a vector ¥ is the set of non-zero indices, i.e. supp(v) = {i s.t. ¥[i] # 0},
k] keS
and the restriction U |s of ¥ to an index-subset S is the vector (7' |s) [k] = O[ ] hes

Next we define the problem variants that have sparse input vectors, with respect to fixed
sets of indices.

» Definition 22 (Sparse S-v-OMv and S-y-OuMv). The S-v-OMv problem differs from the
v-OMuv problem only by having an additional input So C [na] of size |Sa| < nb for some
t € (0,1], which is given during the preprocessing phase. In the online phase, each of the ng
query vectors U; must fulfill support supp(v;) C Ss.

The S-v-OuMv problem differs from the v-OuMuv problem only by having an additional
input S1 C [n1] and Sz C [na] of size |S1| < n! and |S2| < nb for some t € (0,1], which

are given during the preprocessing phase. In the online phase, each of the nz pairs of query
vectors (i, ;) has support supp(i;) C S1 and supp(¥;) C Ss.

Clearly, each S-y-OMv query round can be answered in O(n%‘”) time and each S-vy-OuMv

query round can be answered in O(ngt'”) time. Under OMyv, this is essentially optimal.

» Conjecture 23 (S-7-OMv and S-y-OuMv). Let na,ng,t,v be parameters for the S-y-OMv
and S-y-OuMv problem.
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There is no '0~'(ng+tn3)-tz’me algorithm that solves the S-y-OMuv problem with an error
probability of at most 1/3 after preprocessing in time polynomial in ns.
There is no 5(ngt+tn3)-time algorithm that solves the S-v-OuMv problem with an error

probability of at most 1/3 after preprocessing in time polynomial in ns.

For the S-OMv and S-OuMyv problems setting n; = no = n3 = n, the above conjecture is
equivalent to saying there is no 6(n?**) algorithm for the S-OMv problem and no 6(n!*%)
algorithm for the S-OuMv problem. We observe that Conjecture 23 is a consequence of
Conjecture 5.

» Theorem 24. Conjecture 23 follows from Conjecture 5.

5 Locally Correctable Problems: Lower Bounds for List-accurate
Predictions

We show in this section that certain problems, which we formally define in Definition 26,

allow for remarkably strong lower bounds, in contrast to our general reductions in Section 3.

5.1 Preliminaries: Edge Updates in Dynamic Graphs
We will primarily focus on dynamic graphs with edge updates.

» Definition 25 (Edge-Updates and Queries in Dynamic Graphs). Let P be a dynamic graph
problem. Let V be a set of n vertices. Let X (V) = {(u,v) € V XV s.t. u# v} denote the
set of possible edge flip updates. In an undirected graph, X contains all unordered pairs of
vertices, while in a directed graph X contains all ordered pairs. Q(V) denotes the set of
queries that are possible for P. When the underlying graph is clear, we omit V' and write
X, Q. In the pre-processing step, the algorithm receives as input an initial graph Gy on
vertices V. At each time step t, the algorithm receives some request py € X U Q. When
given a query p; € Q, the algorithm must answer the query correctly on the current graph Gy,
obtained by applying request sequence (p1, pa,...,pi—1) to the initial graph Go. The query
must be answered before the following request pyy1 is revealed.

In the Maximum Matching problem for example, the query set Q consists of a single
element q: “What is the size of a maximum matching in the current graph?”. Our updates
are edge flips: An edge flip inserts e if it is currently not in the graph and removes it
otherwise. In the edge update model of dynamic graphs, a sequence of T requests (updates
or queries) arrive online. In our prediction models, we assume that the algorithm is given in
preprocessing, some form of prediction for the T requests in the online phase.

For a dynamic graph G on n vertices and an update sequence p = (p1,p2,...,pr), We
denote with Gy = (V, Ep) the initial graph and with G;(p) = (V, E(p)) the graph after
applying the t-th request of p, i.e. E¢(p) is the edge set after applying all updates in the first
t requests to Ey. When the request sequence is clear, we omit p and write Gy = (V, Ey).

5.2 Locally Correctable Dynamic Problems

Next, we formalize our approach of OuMv lower bounds for algorithms with list accurate
predictions in our definition of locally correctable problems.

In the toy problem for #s-/A\, we observed that every pair of query vectors
can be simulated by taking a subsequence of a universal update request sequence
(s,u1),-. -, (8,up), (s,v1),...,(s,v,), followed by one query, where we only flip the edges
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necessary to ensure the edges (s, u;) (resp. (s,v;)) correctly encode @ (resp. ¥). However,
in the general reduction (Figure 1), the actual subsequence depends heavily on the specific
instance. By augmenting the graph with one dummy vertex ¢ that remains non-adjacent to
s, we restricted the number of edge flips needed at any one time step, without affecting the
query result, to a list of two update requests. That is flipping (¢, u;) or (s, u;) for the bits in
@ and flipping (¢, v;) or (s,v;) for the bits in ¥. In our #s-A example, the query computation
in the augmented instance immediately yields the correct answer for the non-augmented
instance, without further computations needed for correcting the query results.

Next, we formally define locally correctable problems and then prove the generalization
of the technique in our reduction below.

» Definition 26 (Locally Correctable Dynamic Problem). Let P be a dynamic problem.
Suppose there is no algorithm for P with update time U(n) and query time Q(n) satisfying

n3 (u(nl,ng)U(n) + q(n1,n2)Q(n)) = 6(ningng) if the OuMv conjecture is true, where

ni,n2,ng are integers with ny = |ng| for some constant v > 0, functions u,q : N x N — N,

and n = n(ni,ng) is the size of the P instance in the reduction.

Then, P is locally correctable if there exists a universal sequence p = p(ni,ng) of
requests from XUQ, an augmentation function f for pre-processing, and a correction function
g, satisfying:

1. The sequence p can be partitioned into ng subsequences p = By o...o B,,, where block
By, contains u(ni,n2) updates and g(ni,na) queries.

2. For any v-OuMuv instance with ny x ng matriz M and query vector pairs {(iy, T)} 2,
the reduction constructs initial data Do of problem P and a request sequence p satisfying:
a. p is the concatenation of request sequences By o Byo...o By, where each By is a

subsequence of By.

b. For each v-OuMuv request (i, U ), the result bit i, M%), can be computed in O(q(ni,nz))

time based on the answers given to the queries in Bj o Byo...0 Bj.

3. Augmentability: f(Dy) is an instance of size O(n) and X (Do) C X(f(Dy)).

4. Correctability: There is a non-empty subset X* C X (f(Dy)) \ X(Dy) such that, for
all time steps t and queries q, the function g yields g(q(Y),Y) = q(D:), where Dy is the
data structure after request sequence p<i, and'Y is the result of request sequence p<¢ with
arbitrary requests from X* inserted, applied to f(Dy).

5. f is computable in polynomial time and g is computable in O(l) time.

The request sequence p is universal in the sense that it does not depend on any specific
v-OuMyv instance. However, the sequence p depends on the dynamic problem P and the
reduction from v-OuMyv to P. Specifically, p consists of all updates that might be necessary
in the reduction from y-OuMv to encode a vector update (@, Ux) into a P instance.

The following theorem shows that all problems P, that have a reduction from OuMv
satisfying Definition 26, 2-list accurate predictions offer no improvement over a dynamic
algorithm with no predictions.

» Theorem 27. Suppose P is a locally correctable problem. Then there is no algorithm solving
P with 2-list accurate predictions with update time U(n) and query time Q(n) satisfying

ng (u(nl,ng)U(n) + q(nl,ng)Q(n)) = 6(n1ngns) if the OuMuy conjecture is true.

Proof. We begin by constructing a reduction from y-OuMv to P that admits efficiently
computable 2-list accurate predictions. If an efficient algorithm with predictions exists,
then we can design a dynamic algorithm without predictions as follows. First, we compute
the efficiently computable predictions, and then run the algorithm with predictions as a
sub-routine, violating the lower bound based on the OuMv conjecture.
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Consider a y-OuMyv instance with n; X no matrix M and vector updates {(u, Tx)},2,. By
assumption, there is an initial data structure Dy and request sequence p’ = BjoBjyo...0 B
such that each y-OuMv request (i, U)) can be computed in O(g(n1,n2)) time given the
answers to the queries in Bj o B, o ... o Bj. We construct a new request sequence p* =
Bj o Bjo...oB; on the augmented initial data structure f(Dp). Fix an arbitrary update
x* € X*. For each update in By, B; will contain p; if p, € B}, and z* otherwise. Consider a
query at time step t. Let Y; be the current state of the data structure, that is f(Dg) with
request sequence p%, applied. By assumption, ¢(q(Y};),Y:) = ¢(Dy) where Dy is Dy with
pl, applied and pl.,, C p is the longest prefix such that p'.,, C p%,. Then, given the query
computations after B o B} o...o B, we can compute @, M@ in O(g(n,ny)) time as g is
efficiently computable and B} o B o...o B; C Bf o Bj o...o0 B} contains all the queries
required to compute a’{M Uy

Next, we claim that there is an efficient prediction for the above reduction. That is,
consider the prediction p = {(ps,#*)}+r). Since p* contains either p; or z* at the ¢-th
position, this is a 2-list accurate prediction. Furthermore p is efficiently computable.

Therefore, suppose there is an efficient algorithm with 2-list accurate predictions. Then,
given a v-OuMyv instance, we compute f(Dp) and p in the preprocessing phase in polynomial
time, providing this as the initial input to the algorithm with predictions. Then, we compute
each vector update using the appropriate query computations from p*, therefore obtaining a
dynamic algorithm for the v-OuMyv instance. Thus, the update and query times must not

satisfy ng (u(nl, n2)U(n) + q(nq, m)Q(n)) = 6(nynans), if the OuMv conjecture is true. <

We conclude with a simple argument showing that #s-A is locally correctable. Note that
this immediately implies that no algorithm solving #s-/A can have total work subcubic in n
using Theorem 27.

» Theorem 28. The #s-/\ problem is locally correctable.

Proof. The universal sequence is ng copies of the block, B, = ((s, ;)" o ((s,v;))"1 o (q)
for all blocks By, i.e. p= Bjo...0B,,. Then augmentation function f takes G U {s} and
outputs G s U {s,t} while the correction function g is the identity. It is easy to check that
the reduction of Figure 1 uses a subsequence of p and that #s-/\ after each block computes
@} M©,. Clearly, f increases the size instance by 1 and we have argued that #s-A on the
augmented graph is exactly #s-/A on the original graph, since s,t are not adjacent. |

6 Locally Reducible Problems: Lower Bounds for Delay Predictions

In this section, we will provide a framework for proving trade-off conditional lower bounds
against algorithms with bounded delay predictions given a conditional lower bound against
online algorithms (without predictions). To do so, we introduce the notion of locally reducible
dynamic problems (Definitions 30 and 32) and show that for this large class of problems,
the OuMv-based lower bounds carry through to the setting of algorithms with d-delayed
predictions. For each problem, we show that there is a delay threshold (roughly the number of
updates and queries used to process one round in the OuMyv problem) below which predictions
offer no benefit over a generic online algorithm. The basic idea is that, when allowed sufficient
delay, every OuMv request sequence can be generated by simply reordering one generic
request sequence. Thus, even with prediction, a locally reducible dynamic problem is still
powerful enough to solve any v-OuMyv instance, and is, thus, still difficult to compute. This
implies that a prediction algorithm does not only need to know what operations will happen,
but also when the operations will happen. We also show that the lower bound degrades
gracefully as the prediction quality surpasses this threshold.
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6.1 Locally Reducible Dynamic Problems

We now define the class of locally reducible dynamic problems. Then we show in Theorems 33
and 40 that for any locally reducible problem, OuMv-based lower bounds extend to dynamic
algorithms with bounded delay predictions. For a multi-set .S, let set(S) denote the set of
elements that occur in S at least once. For two request sequences p1, p2, let p; o po denote
the concatenation of the two request sequences. We define also the notion of a cyclic update.

» Definition 29. Consider a dynamic problem P with updates X and queries Q. An update
x € X has cyclic order ord(z) if for any request sequence p, inserting or removing exactly
ord(z) identical copies of x into the sequence p between indices ig,i1 does not change the
results of any queries that are not part of p between the indices ig and i1. We say x is cyclic
if 1 <ord(z) = 0(1).

For example, consider edge insertion and edge deletion not as two separate operations,
but as one operation called (edge) flipping (which inserts the edge if it exists and deletes it if
it does not exist). Edge flipping has cyclic order 2. In order to place strong bounds on the
positions of each individual update and query, we will insert redundant updates so that the
positions of requests are more predictable. For example, if at the current time, an edge was
predicted to be flipped 2 more times than it has already been flipped, we can flip the edge
twice without changing the dynamic graph to correct this prediction error. Having updates
of small cyclic order therefore allow us to insert redundant updates without significantly
blowing up the size of the problem instance and therefore weakening our lower bounds.

In a bit more detail, consider a typical OMv-based lower bound. Let P be a dynamic
problem for which there is an OuMyv lower bound. First, for some fixed -y, there is a generic
reduction from any arbitrary v-OuMyv instance with arbitrary parameters ni,ns,n3 to an
instance of P of size n = n(ni,n2). In this reduction, each of the ns rounds of the y-OuMyv
instance is simulated separately, i.e. for each round there are u(ny, ns) updates and q(ni,ns)
queries for the problem instance P. To simulate a single OuMv round, we choose some subset
of necessary updates from a universal request block to correctly encode the v-OuMv instance
into the P instance. To construct our prediction, we predict for each block that the whole
universal request set occurs. Since the request sequence is a subset of the universal set, an
update cannot occur in a block before it is predicted to. However, this prediction could very
well predict a request to occur in a block long after it is predicted to. For example, in the
reduction of Figure 1 if there is an index ig such that u[ig] = 0 for all k, then the edge
(s, u4,) will never be flipped in the original request sequence. To solve this, we add (after the
query for the vector update (@, ¥%) has arrived and before the next vector update arrives)
ord(z) copies of update z whenever an update x has occurred in fewer than k — ord(x)
request blocks when simulating the vector update (i, ¥%). These redundant requests do not
change the result of any query computation and ensure that a request cannot occur more
than ord(z) blocks later than it is predicted to.

We now give separate definitions for fully dynamic and partially dynamic problems,
beginning with the fully dynamic setting.

» Definition 30 (Fully Dynamic Locally Reducible). Let P be a fully dynamic problem with
update set X and query set Q. Suppose there is no algorithm for P with update time U(n) and
query time Q(n) satisfying ng (u(nhng)U(n) + q(nhng)Q(n)) = 6(ninang) , if the OuMuy
conjecture is true, where ni,na, ng are integers satisfying ny = |n3 | for some constant v > 0,
functions u,q : N x N = N, and n = n(nq,ng) is the size of the P instance in the reduction.

P is (u, q)-locally reducible from y-OuMyv if there exists a universal request sequence
p = p(ny,ng) of requests satisfying the following properties:
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1. The universal request sequence p consists of ns identical copies of the sequence B =
B(n1,n2), indexed By, Ba, ..., By,. The request sequence B contains u(ny,na) updates
and q(ny1,ng) queries.

2. For any v-OuMuv instance with ny X ng matriz M and vector updates {(Uy, V%) },2, the
reduction constructs an initial data structure Dy and request sequence p satisfying:

a. p is the concatenation of request sequences By o Byo...o B, where B) = m(By]) is
an ordering of B}, for some B}l C B.

b. Each v-OuMv request (i, Ux), @, M@, can be computed in O(q(ni,n2)) time based on
the answers given to the queries in Bj o Byo...0 By.

3. Every update x € p in the universal sequence p is cyclic.

» Remark 31. Our proof assumes that each update has some small finite cyclic order. For
example, the edge flip operation has order 2. Alternatively, we can view an update in a
fully dynamic algorithm to have an inverse operation. For example, removal and insertion of
the same edge are inverse operations. The proof of Theorem 33 for locally reducible fully
dynamic problems follows in this case as well. Whenever we insert two edge flips in the
proof of Theorem 33, we can insert an operation and its inverse operation counterpart. Both
of these sequences of two updates have the desired effect of leaving the underlying data
structure unmodified.

Let us compare the Definitions 26 and 30. In both cases, the universal request sequence
p depends only on the reduction from v-OuMv to the dynamic problem P. It is universal in
the sense that p is independent of any specific yv-OuMyv instance.

In Definition 30, each block of the request sequence p does not have to respect the order
of p. Each block of the request sequence in the reduction to a locally correctable problem
must be a subsequence of the corresponding block in the universal request sequence. In the
reduction to a locally reducible problem, we may instead arbitrarily permute a subsequence
of a block of the universal request sequence. To see why this is the case, observe that a list
accurate prediction imposes the constraint that a certain update can occur only at O(1) time
steps in each block (since only 2 updates can occur at a given time step). Instead, bounded
delay predictions allow the update to be placed at any point within a range of the predicted
update. We are therefore free to order the subset of block of requests without being forced
to adhere to the original order in the universal sequence.

Furthermore, instead of requiring that any instance can be efficiently augmented to a
larger instance with an efficient “correction” function to the query computations (Conditions
3, 4, and 5), we now require that each update is cyclic (Condition 3). We now give the
definition for partially dynamic locally reducible problems.

» Definition 32 (Partially Dynamic Locally Reducible). Let v > 0 be a constant and ny,na,ns
be integers satisfying n1 = |ng]. Let u,q : N x N — N. Let P be an incremental (resp.
decremental) dynamic problem with update set X and query set Q.

Suppose there is no algorithm for P with update time U(n) and query time Q(n) satisfying,

ns (u(nl, na)U(n) + q(nq, m)Q(n)) = 6(ninanz)

if the OuMuv conjecture is true, where n = n(ny,na) is the size of the P instance in the

reduction. P is (u,q)-locally reducible from y-OuMyv if there exists a universal request

sequence p = p(ny,ng) of requests (where only queries can occur more than once) satisfying

the following properties:

1. The universal request sequence p consists of nz subsequences { By} %, where request block
By, contains u(ny,ne) updates and q(ni,na) queries.

62:17

ITCS 2024



62:18 On the Complexity of Algorithms with Predictions for Dynamic Graph Problems

2. For any v-OuMuv instance with ni1 x ng matriz M and vector updates {(Uy, Ux)},2, the
reduction constructs an initial data structure Dy and request sequence p satisfying:
a. p is the concatenation of request sequences By o Byo...o B]_ where Bj, = m(By) is
an ordering of By.
b. Each v-OuMv request (i, V%), @, M@y, can be computed in O(q(ni,n2)) time based on
the answers given to the queries in Bj o Bjo...o By.

We are now ready to present our main lower bound result.

» Theorem 33. Let v > 0 be a constant and u, q be functions. Suppose P is a fully dynamic
problem that is (u, q)-locally reducible from v-OuMv and let C' = max,¢cx ord(z).

Then there is no algorithm solving P with (1+C)(u(n1,n2)+q(n1, ne)) delayed predictions
with update time U(n) and query time Q(n) satisfying ngs (u(nl, ng)U(n) + q(ni, ng)Q(n)) =

o(ningng) if the OuMu conjecture is true.

We begin by defining some useful notation, denoting the position in which the k-th
instance of a request occurs.

» Definition 34. Let X denote the set of updates and Q the set of queries. Let p € (XU Q)T
be a sequence of requests. For a given request a € X U Q and k € N, define pos(a, k, p) to be
the position in p of the k-th occurrence of a. If a does not occur k times in p, pos(a, k,p) = L.
When the underlying request sequence is clear, we omit the sequence and write pos(a, k).

We now prove Theorem 33.

Proof. The key ingredient for the lower bound will be a reduction from a y-OuMyv instance
to the dynamic problem P. However, we will require the reduction to construct the online
request sequence in such a way that we can efficiently compute a very simple prediction with
(14 C)(u(ny,n2)+q(n1,n2)) delay. Then, if an efficient algorithm A with (14 C)(u(n1,n2) +
q(n1,n2)) bounded delay predictions exists, we can solve the v-OuMv problem by constructing
the prediction and running the algorithm A as a sub-routine, violating the y-OuMv lower
bound. Throughout the proof, we defer proofs of certain lemmas to the full version [32].

Preliminaries. Since our reduction will be constructed by modifying an existing reduction,
we begin by describing the existing reduction given by Condition 2. Consider a y-OuMv
instance (M,U) consisting of a ny X ny matrix M and a length-nz sequence of vector updates
U = {(tg, V) }12,. We use p'(U) = B} o Byo...oDB, todenote the request sequence given
by the reduction such that each v-OuMv request (@, ¥%) can be computed in O(g(n1,ns))
time given the answers to the queries in Bj o By o...0 Bj.

We now describe the universal request sequence p. In the given y-OuMv reduction, each
vector update (@, Ux) is encoded into the data structure using some set of updates. For
any request © € X U Q, define M (x) to be the maximum number of times an update x € X
occurs in a single block Bj, C p/(U) over all k and all possible vector update sequences U
(not just the worst-case one). The set B then contains M (x) copies of x for all requests
x € XU Q. Note that if M(z) =0, B does not contain any copy of M (z). Additionally, we
give an arbitrary, fixed order to the requests in B, so that B is a sequence. The universal
request sequence p consists of ng copies of the sequence B. Define the predicted requested
sequence p = p = By oByo...0 By, to be the universal request sequence.

Note that for a specific v-OuMyv instance (M, U), we may not need every request in By, to
encode the vector update (@, 0) (with k € [ng]) given the state of the data structure after
the block computing the previous vector update (@x_1,0k—1). However, by our definition
of M(z), it is possible to encode the vector update using some subset Bj, C By. This is
precisely the block of requests in the request sequence p’(U).
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Notation. During the proof, we will focus on three request sequences. We use p’ to denote
the request sequence that is generated by the reduction of a worst-case yv-OuMyv instance to
P. We denote by p the predicted request sequence constructed from the universal sequence
p as discussed above. Note that it can be constructed without knowledge of p’. In this proof
we will modify p’ into a request sequence p* encoding the same instance, with the additional
property that 7(p*) = p for some permutation |7 — id| < d. Finally, we denote by p an
arbitrary request sequence for P partitioned into nz blocks. For any 1 < k < ng let p()
denote the first & blocks of p and for a request z € X U Q, let N(z, k, p) denote the number
of times that x occurs in py,).

Our proof will proceed in three parts. In Part 1, we describe how to modify p’ into p* for
any v-OuMyv instance. In Part 2, we show that 7(p*) = p for some permutation |7 —id| < d.
In Part 3, we complete the proof by showing how an algorithm with bounded delay can be
given p as prediction and can be used to answer any v-OuMyv instance.

Part 1: Constructing p* from p’. We begin by describing the construction of p*. In
Lemma 35, we will argue that p* constructed from p’ correctly encodes the yv-OuMyv instance,
while satisfying certain properties that we will use in Part 2 to show that 7(p*) = p for some
permutation 7 that is d-close to the identity permutation. We construct p* sequentially,
appending requests to the end of p*. Recall that we have constructed the universal request
sequence p by imposing an arbitrary order onto B and concatenating ng copies of B. Whenever
we append a request x, we always append the copy of x that occurs earliest in the universal
sequence p out of all requests of p that we have not already added to p*.

We proceed by induction on k. The sequence after the k-th block is denoted pz‘k) and
pz‘o) is the empty sequence. For k > 0 we extend pz‘k_l) to pZ‘k) in the following three steps.
For i € {1,2,3}, let Pk),i denote the sequence p* after step ¢ when extending p; ;) to p{y,-
Note pz‘k) = p’("k)73.

1. We begin by concatenating Bj, to obtain pz‘k) 1= pqu) o B}, emphasizing that we always
append the copy of an update that occurs earliest in p first. In particular, in this step we
may in fact append a copy of x from B; for j < k rather than from Bj.

2. Then, for every update z € X such that N (:c, k,p’("k) 1) < kM (z) — ord(zx), we append

kM (z)—N(z,k,pf ) .
{ ) Ord((z) p(’“”l)J -ord(zx) copies of x to the end of pZ‘k)J, emphasizing that we always

append the copy of an update that occurs earliest in p first.
3. For every query ¢ € Q such that N (q7 ks 0k 2) < kM(q), append kM (¢)—N (q, k, ok 2)

copies of ¢ to the end of p’(‘kk),g, emphasizing that we always append the copy of a query

that occurs earliest in p first.

Finally, after the final block B, , we add in all remaining unused requests from the
universal request sequence p. Thus p* contains exactly all requests of p. We now claim that
p* computes the same v-OuMyv instance as p’, while satisfying certain additional properties
we will use in Part 2.

» Lemma 35. The constructed sequence p* satisfies the following properties.

1. Forallz € X and 1 <k <mng, kM(z)—ord(z) < N(x,k,p*) < kM (x).

2. Forallge Q and 1 <k <n3z, N(qk,p*)=kM(q).

3. Each v-OuMv request (i, V), @} M), can be answered in O(q(n1,n2)) time given the
answers to the queries in the request sequence p’(*k) =BioBjo...0DB;.
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Part 2: w(p*) = p for some w € Perm(T) such that |7 —id| < d. We show that p*
can be obtained by re-ordering the predicted sequence p, for a permutation 7w that is d-close
to the identity. In particular, this will show that p is a prediction with bounded delay d
for request sequence set S consisting of all request sequences p* which can be produced in
Part 1.

Recall that p is the universal request sequence p obtained by concatenating ns copies of
B. We will prove that p has (C' + 1)(u(n1,n2) + q(n1,n2)) delay with the following steps.
First, in Lemma 36, we show that any request occurs at most O(1) blocks away from its
predicted position. Then, in Lemma 37, we bound the size of each block. Combining, we
show in Lemma 38 that we obtain an upper bound on the delay of prediction p.

]fl.

» Lemma 37. Let p* be a request sequence as constructed in Part 1. Let C = max,ep ord(x).
For all1 <k <mng, k(u(ny,n2) +q(ni,ng)) —C-ulny,ng) < ’p?k)‘ < k(u(ni,n2)+q(n1,ne)).

» Lemma 36. Let 1 < k < ns.
If x € By, is an update, then x € B} fork <i <k+ [
If q € By, is a query, then q € B;.

ord(z)
M(z)

» Lemma 38. Let p* be a request sequence as constructed in Part 1. Let C = max,¢p ord(x).
Then, there exists permutation m that is (1 + C)(u(ni, n2) + q(n1,n2)) close to the identity
permutation and w(p*) = p.

Part 3: Proof of Theorem 33 for Fully Dynamic Locally Reducible Problems. We now
complete the proof of Theorem 33 for fully dynamic problems. Suppose there exists an
algorithm A with (14 C)(u(n1,n2) + g(n1,n2)) bounded delay predictions solving P with
polynomial preprocessing time, update time U(n) and query time Q(n).

Then, there is algorithm B (that works without prediction) for the y-OuMv problem. Let
(M,U) be a worst-case v-OuMyv instance. In the preprocessing step, we compute the universal
sequence p = p(ny,ns) in polynomial time, construct the predicted request sequence p = p,
and give p as input to A. Note we do not need to see the matrix M nor the request sequence
U to construct p. Recall that matrix M is given to B during preprocessing. It gives M to A,
which builds the initial data structure Dy. This completes the preprocessing phase.

Next, given a vector update (i, U%), B constructs the sequence B and asks A to perform
this sequence of requests. A returns the correct answers to the requests in B} to B as, by
Lemma 38, p is a (1 + C)(u(n1,n2),q(n1,n2)) delayed prediction for p’ = p'(U), and A is
a correct algorithm when given (1 + C)(u(n1, n2), ¢(n1,n2)) delayed predictions. Thus, by
Lemma 35, B can correctly answer @1 M@ in O(g(n1,n2)) time given the answers to the
queries in Bj,.

We now analyze the complexity of B. In the preprocessing phase, B constructs p
and Dy, requiring only polynomial time. For each vector update, B computes Bj in
O(u(ni,n2) + q(n1,n2)) (Lemma 39), asking A to perform the updates in Bj. Since B

solves v-OuMyv, the OuMv conjecture states that A cannot satisfy, ng (u(nl,ng)U(n) +
q(nq, ng)Q(n)> = 6(n1nan3). We conclude the proof by proving Lemma 39.
» Lemma 39. For all1 <k < ng, B} can be constructed in O(u(ni,nz) + q(ni,nz)) time.

This concludes our proof of Theorem 33. <

For partially dynamic algorithms, in fact a simpler argument shows the analogous result.
This lower bound gives a similar result to Theorem 1.3 in the independent work of [54].
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» Theorem 40. Let v > 0 be a constant and u,q be functions. Suppose P is a partially
dynamic problem that is (u, q)-locally reducible from ~y-OuMuv.
Then there is no algorithm solving P with (u(n1,n2) + q(n1,n2)) delayed predictions

with update time U(n) and query time Q(n) satisfying ns (u(nl, n2)U(n) + g(nq, ng)Q(n)> =

o(ningns) if the OuMuv conjecture is true.

Above, we have established that algorithms with predictions with delay (1+C')(u(ny,n2)+
g(n1,ng)) with C = max,epord(z) cannot be more efficient than algorithms with no
predictions at all. In the following, we show that for smaller delay the conditional lower
bounds based on the OuMv conjecture degrade gracefully with the quality of the predictions.

» Theorem 41. Suppose P is (u,q)-locally reducible from v-OuMv with n = n(ny,ng) a
non-decreasing function. Let t € (0,1) be a constant. Let di = |dj | where dy = |nk].

Then there is no algorithm solving P on instances of size n = n(ni,ng) with
(14 C)(u(di,d2) + q(d1,dz2)) delayed predictions with update time U(n) and query time
Q(n) satisfying ns (u(dl, d2)U(n) + q(ds, dQ)Q(n)) = 6(dydang) = 6(ninkng) if the OuMvy
conjecture is true.

In particular, as the guaranteed prediction quality increases (as ¢t decreases towards 0),
the lower bound weakens. As an application, we show that #s-A is locally reducible.

» Theorem 42. There is no algorithm solving the #s-/\ problem with O(n) delayed predictions
with update time U(n) and query time Q(n) satisfying n>U(n) + nQ(n) = 6(n®) if the OuMu
conjecture is true.

Proof. We claim the #s-/\ problem is a fully dynamic locally-reducible problem. Set
parameters n; = ny = ng = n. We claim that #s-A is (ny + ng, 1)-locally reducible where
u(ny,ng) = ng +ng and g(n1,ne) = 1. It is easily verified that the reduction of Figure 1 from
v-OuMv to #s-A instances of size n(ni,ns) = 1+ ny + ny = 2n + 1 satisfies the required
conditions, with By = {(s,u;)}71 U {(s,w;)}; U{q}. Finally, we note that each update
(edge flip) has cyclic order 2. <

For any d = O(n'~¢), there is an algorithm with d delayed predictions overcoming the
above lower bound. For #s-/A\, we give an update optimized algorithm with constant update
time and O(d?) query time, as well as a query optimized algorithm with O(d) update time
and constant query time. Furthermore, this is tight by Theorem 41 and the above observation
that #s-A is locally reducible.

» Theorem 43. Let t € (0,1) be a constant and d = |n'|. There is no algorithm solving the
#s-\ problem with O(d)-delayed predictions with update time U(n) and query time Q(n)
satisfying ndU (n) + nQ(n) = 6(nd?) if the OuMv conjecture is true.

Either update time is not 6(d) or query time is not 6(d?), so our algorithms are optimal.
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