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Abstract—The increasing complexity of designing, deploying,
and maintaining Cyber-Physical Systems (CPS), particularly
those incorporating multiple interacting robots, presents signifi-
cant challenges regarding programming and system integration.
Existing methods and tools that aim to decrease the complexity
of setting up such systems through modeling-based approaches
often focus on single-robot interaction and rely on manual data
entries, thus limiting their scalability and applicability to more
intricate multi-robot environments. This contribution introduces
the Robot Abstraction Method (RobAM), a conceptual modeling
method developed to decrease the design complexity of CPS
through additional layers of abstraction. By utilizing conceptual
modeling, capabilities of humanoid robots can be leveraged for
the design of multi-robot interactions. Thereby, our approach
enhances the modeling of complex CPS as well as the subsequent
generation of code to enable efficient deployments. Through an
experimental scenario, we demonstrate how RobAM simplifies
the development process of CPS, paving the way for advance-
ments regarding the integration of AI-supported technologies,
such as Large Language Models, to ultimately generate contex-
tually relevant semantics for future system design.

I. INTRODUCTION

Historically, physical systems were designed to support
humans with manual tasks or replace the need for human in-
volvement altogether. The focus was on the hardware compo-
nents and their respective functionalities. The corresponding
software components of such systems were mainly used to
control the physical capabilities rather than for communica-
tion and integration with other devices or whole systems. The
technological advancements going along with the current era
of digital transformation have caused an increasing interde-
pendency between physical and digital components, partially
due to the vast amounts of data that are being generated
by and exchanged between devices within a system. These
developments have formed the foundation for Cyber-Physical
Systems (CPS), in which physical components interact with
digital applications through communication channels.

Central to many CPS are robots equipped with diverse
sensors and actuators that enable them to perform complex

tasks autonomously and collaboratively. These systems inher-
ently integrate Internet of Things (IoT) technologies, which
provide the necessary connectivity and data exchange mech-
anisms. Modeling frameworks can provide relevant support
for the development of these systems by facilitating intuitive
programming and interaction paradigms. However, existing
frameworks are primarily designed for single-robot systems
and often require extensive domain knowledge, thus posing
limitations when applied to complex CPS involving multi-
ple interacting robots. As the complexity of these systems
increases, the need for more intuitive and user-friendly mod-
eling tools with code-generation capabilities also increases.

To address this need, we introduce the Robot Abstraction
Method (RobAM), a modeling tool that aims to decrease
the complexity of programming CPS with multiple humanoid
robots. For this purpose, RobAM realizes additional layers of
abstraction, enabling the modeling and deploying of complex
CPS. Moreover, ongoing improvements of RobAM leverage
Large Language Models (LLMs) to generate contextually
relevant semantics based. The LLMs are utilized to interpret
system requirements, interactions, and human feedback, al-
lowing for more intuitive and adaptable modeling.

Based on these considerations, the contribution introduces
relevant technologies, the fundamentals of modeling method
design, and related work in Section II. Subsequently, our
approach of utilizing abstraction to decrease the complexity of
realizing the interaction between humanoid robots within CPS
is presented in Section III. This includes detailed elaborations
on future work, as the modeling method is currently Work
in Progress (WIP). Finally, the key takeaways from this
contribution are summarized in Section IV.

II. THEORETICAL BACKGROUND

The theoretical background covers relevant concepts from
the literature and the fundamentals regarding the intended
realization of a modeling method. Afterward, existing solu-
tions for programming such CPS in a visual and model-based
manner are contrasted within the related work section.
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A. Cyber-Physical Systems, Internet of Things, and Robots

The convergence of CPS and IoT represents a transforma-
tive paradigm in modern technology, enabling the seamless
integration of computational and physical processes across
diverse domains [1]. IoT encompass networks of physical
objects embedded with sensors, actuators, software, and other
technologies, enabling them to collect and exchange data [2].
These interconnected networks are often viewed as System of
Systems (SoS), where various independent subsystems work
together to achieve broader objectives, providing a scalable
and interoperable framework [3]. The resulting connectivity
is fundamental to CPS, as it allows for the continuous flow of
information between physical and digital realms, facilitating
real-time monitoring, control, and optimization. As an SoS,
the integration of IoT with CPS creates complex systems ca-
pable of managing diverse and distributed components in real-
time. Consequently, robots focused on supporting Human-
Robot Interaction (HRI) [4] form one of many examples
highlighting the integration of CPS and IoT. These robots
are equipped with various IoT devices like sensors and
actuators that enable them to interact with their environment.
In this context, a domain-agnostic view of CPS has been
proposed by Bagheri et al. [5], who define them as “systems
in which natural and human made systems (physical space)
are tightly integrated with computation, communication and
control systems (cyber space).” For the remainder of this
contribution, we thus assume the following CPS instantiation:

• Humans are natural entities of the physical space.
• Humanoid robots are human-made systems of the phys-

ical space.
• IoT devices are control systems enabling the integration

between physical space and computation.
• Natural language and wireless data transfer are the

communication methods used between systems.

B. Realization of Domain-Specific Modeling Methods

In the context of this contribution, two fundamentals from
the conceptual modeling domain are relevant for the realiza-
tion of the modeling method RobAM: the Generic Modeling
Method Framework (GMMF) [6] and Agile Modeling Method
Engineering (AMME) [7]. The first defines a blueprint for de-
signing modeling methods, while the latter provides a guiding
lifecycle for their development and iterative refinement.

Within conceptual modeling, abstraction is used to simplify
a system under study, often as diagrammatic models [8].
The creation of such abstracted representations is enabled
by a modeling language, which forms one of three integral
components of a modeling method according to the GMMF.
The modeling language defines the syntax, notation, and
semantics of created models, with a corresponding metamodel
capturing the conceptual architecture of the language as
machine-processable structure [6]. The second component of
the GMMF is the modeling procedure that stipulates how
to apply the respective language. Lastly, mechanisms and
algorithms provide functionalities that utilize components of

the modeling language to enable extended capabilities. For
the context of this contribution, past utilization of mech-
anisms and algorithms for code generation and operating
cyber-physical components [9] provide guiding showcases of
how Domain-Specific Modeling Methods (DSMMs) allow the
modeling of and adapting to changing environments.

Considering CPS, domain-specific modeling can reduce the
system’s complexity and increase development productivity.
Different approaches exist in the literature for modeling
CPS or components of it, and corresponding methods are
contrasted in the following subsection in terms of their appli-
cability regarding robot-robot interaction as well as HRI. The
development of a DSMM for realizing CPS in a model-based
manner requires a metamodeling development and configura-
tion platform. ADOxx1 is such a metamodeling platform that
supports the development of DSMMs concerning the above-
mentioned components of the GMMF. Moreover, AMME pro-
vides a structured lifecycle to realize modeling methods. This
lifecycle, comprising five phases—Create, Design, Formalize,
Develop, and Deploy—guides the realization and iterative
improvement of DSMMs [7].

C. Related Work
The related work section elaborates on existing languages,

methods, and tools for realizing humanoid robots within CPS
applications while emphasizing their respective limitations.

1) Choregraphe: Choregraphe2 is a domain-specific mod-
eling tool developed by SoftBank Robotics for programming
the behavior of their humanoid robots, such as NAO, Pepper,
and Whiz. The tool allows users to create models that generate
code for these robots that are equipped with sensors and
actuators to interact with the physical world. For example,
the actuators of NAO cover arms, legs, joints, and the head,
while the sensors include visual, touch, and acoustic compo-
nents (cf., Section III-B). However, Choregraphe has several
limitations, which are summarized in Table I.

2) RoboStudio: RoboStudio offers a visual programming
environment focused on robots in the healthcare sector [10]. It
enables healthcare personnel not familiar with programming
to design and develop workflows for service robots that
assist elderly people with daily routines. The environment
leverages a Java-based technology stack to create and manage
user interfaces and events that control the robot’s actions.
Corresponding limitations are documented in Table I.

3) PRINTEPS: PRINTEPS3 stands for PRactical INTEl-
ligent aPplicationS, a framework developed by acquainted
researchers at the Keio University for implementing robotic-
based AI applications in a human-centric manner [11]. It is
structured with a layered architecture that includes a service
layer, process layer, and module layer. This design allows
non-expert users to model workflows on a high abstraction
level and detail them through successive layers, which are ul-
timately translated into executable code via libraries and tools

1Available at: https://www.adoxx.org/
2See also: http://doc.aldebaran.com/2-5/software/choregraphe/
3See also: https://printeps.org/
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TABLE I
COMPARISON OF LIMITATIONS IN EXISTING MODEL-BASED APPROACHES FOR PROGRAMMING HUMANOID ROBOTS

Limitation Choregraphe RoboStudio PRINTEPS

Interaction Modeling Modeling interactions for a single robot,
not supporting multi-entity interactions.

Modeling human-robot interactions, not
supporting robot-robot interactions.

Modeling multi-layered human-robot
interactions, not supporting direct robot-
robot interactions.

Level of Abstraction Limited to specific SoftBank robots,
inadequate for various robots in a CPS.

Limited to screen-based interactions,
inadequate for different modalities.

Lacks system-wide interaction and
communication among multiple robots.

Adaptability Proprietary, not open-source, limiting
adaptability for diverse applications.

Proprietary, not open-source, limiting
adaptability for diverse applications.

Needs additional layers to manage
deployment across multiple entities.

Deployment Designed for single robots, lacking
multi-robot deployment mechanisms.

Designed for single robots, lacking
multi-robot deployment mechanisms.

Designed for single robots, requiring
separate models for the deployment of
each additional robotic system.

Integration External API integration available, not
offering LLM-based generation features.

External API integration available, not
offering LLM-based generation features.

External API integration available, not
offering LLM-based generation features.

offered by the Robot Operating System (ROS) framework
[12]. Nevertheless, similar limitations to those of Choregrpahe
and RoboStudio remain (see Table I).

III. UTILIZING CONCEPTUAL MODELING TO DECREASE
THE DESIGN COMPLEXITY OF PROGRAMMING HUMANOID

ROBOTS WITHIN CYBER-PHYSICAL SYSTEMS

Considering the problem statement formulated within the
introduction and the insights from the theoretical background
(cf., Section I, II), this research is framed as a design science
artifact [13]. Its goal is to develop a DSMM for decreasing the
complexity of designing and programming CPS that involve
multiple interacting robots. The development of the DSMM
follows the Design Science Research (DSR) process model
proposed by Peffers et al. [14] while adhering to the GMMF
and AMME lifecycle introduced in Section II-B. Limitations
of existing approaches (cf., Table I) form the foundation for
defining objectives of a corresponding solution to the formu-
lated problem. The following subsections are dedicated to the
remaining stages of the DSR methodology, each addressing a
critical phase in the realization and refinement of our proposed
solution. The specific requirements for achieving the objective
of an intuitive modeling tool with code-generation capabilities
are subsequently presented (see also Table II).

TABLE II
REQUIREMENTS OF A DSMM FOR PROGRAMMING HUMANOID ROBOT
INTERACTIONS WITHIN CPS DERIVED FROM EXISTING APPROACHES

Limitation Derived DSMM Requirement
Interaction Modeling • Modeling of robot-robot interactions & HRI

• Support for multiple cyber-physical entities

Level of Abstraction • High-level system abstraction
• Flexible device/communication modeling

Adaptability • Extensible modeling method
• Open-source framework

Deployment • Multi-entity deployment capabilities
• Model-based code-generation capabilities

Integration • API integration
• LLM-based generation capabilities

Regarding Interaction Modeling, the fundamental goal of
RobAM is to enable the modeling of robot-robot interaction
and also HRI. Consequently, it must be possible to model the
behavior of multiple interacting entities and the method of
communication they use for the respective interactions.

Although this contribution focuses on humanoid robots as
interacting entities within a CPS, the modeling method shall
still provide a Level of Abstraction so that it can be adapted to
other types of human-made systems of the physical space (i.e.,
other types of robots with different capabilities). The same
applies to the potential adaption of communication methods.
While the paper covers the interaction of humans with robots
and robots with each other via natural language and Wi-Fi,
various other types of communication (e.g., wired or web-
based) exist that need to be considered in future works.

Adaptability is an imperative notion in complex and chang-
ing environments and has to be ensured at all levels of the
modeling method. For instance, modeling elements, such as
cyber-physical entities and their capabilities, must be extensi-
ble to allow for a wider range of entities and communication
channels. This kind of adaptability is facilitated through every
iteration of the AMME lifecycle. By utilizing the ADOxx
metamodeling platform in the context of the OMiLAB Com-
munity of Practice [15], the modeling method will ultimately
be available in an open-source format.

The RobAM method needs to support multi-robot and also
multi-entity Deployment mechanisms. Furthermore, the cre-
ated models shall directly serve as corresponding implemen-
tations for the modeled system, thus requiring the integration
of code generation capabilities into the modeling method. This
in turn allows users without a background in programming to
design and implement CPS containing interacting robots.

To harness new technologies and innovations, Integration
forms a crucial requirement for any information system. The
existing approaches that were compared all offer some form
of external API integration, while LLM-based generation
features are not directly available. RobAM has the aim to
integrate LLM-based functionalities for context-aware model
generation, while also offering API integration to encourage
adaptions and extensions following the open-source principle.
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A. Robot Abstraction Method (RobAM)

This section details the Design and Development stage of
our proposed modeling method, RobAM, which aims at ad-
dressing the previously identified requirements (cf., Table II).
Subsequently, the fundamentals of this method are explained,
covering the implemented layers of abstraction.

As a first layer of abstraction, RobAM utilizes the ROS
library, which offers open-source implementations for a mul-
titude of robotic systems. In the same way, PRINTEPS
(cf., Section II-C3) builds a modeling framework on top of
ROS, allowing to capture robot-based capabilities as models
that enable code generation. For this reason, the PRINTEPS
method is utilized as intermediate output to reuse established
code generation capabilities through model transformation
mechanisms, thus satisfying the second Deployment require-
ment. Still, it has been mentioned that PRINTEPS is limited
to modeling one robotic system at a time (cf., Table I).
To address this limitation, RobAM builds upon the existing
implementation by further abstracting from it to support
the modeling of interactions between robotic systems. The
resulting layers of abstraction are divided into:

• The Presentation Layer provides an overview of the
complete CPS and all its components. Within this
overview, relations between represented CPS entities and
their respective communication channels are defined.

• Models from the Interaction Layer are referenced in
the Presentation Layer and specify the choreography of
CPS members. Choreography describes the decentralized
coordination of services [16], which in this case are in-
teractions between multiple CPS entities. The Interaction
Layer thus forms the foundation for concrete workflows
that are executed within a given scenario.

• The modeling of CPS-based interactions usually requires
domain-specific knowledge, which is captured in the
separated Content Layer. Corresponding content models
thereby represents the knowledge base of a given CPS,
which are referenced in the Presentation Layer to be
accessed within the choreography of CPS entities.

A conceptual overview of RobAM covering these three
layers is displayed in Fig. 1. Exemplary models of each layer
are displayed separately in Fig. 2, which are based on the
folowing teacher and student case. On the very left side of
Fig. 1, ROS offers the lowest level of abstraction by directly
programming humanoid robots based on the commands they
can execute (e.g., speak, listen walk, grab). PRINTEPS en-
ables the modeling of such capabilities while providing the
aforementioned code generation capabilities. RobAM further
abstracts from these capabilities by offering the presented
abstraction layers that support the modeling of robot-robot
interactions and the subsequent model-based code generation.
The LLM icon next to the Content Layer and Interaction
Layer indicates which models are planned to be generated on
the basis of generative Artificial Intelligence technologies like
LLMs, as outlined in Section III-C. The next section details
an example of applying RobAM in a specific scenario.

B. Teacher and Student Case based on RobAM

For the Demonstration stage of our method, a teacher and
student case is utilized, serving as a practical example that
illustrates how RobAM can be applied to real-world scenarios.
Before going into further detail, the setup of the scenario has
to be clarified. For the teacher and student case, two NAO
robots are employed. To interact with the physical world,
robots like NAO use sensors to convert physical events into
electrical signals and actuators to transform these signals into
physical actions [17]. This is crucial for entities in a CPS as
it enables interactions between the physical and cyber spaces.
NAO robots utilize sensors to assess three types of events
from the physical environment and several actuators located
in three areas to perform physical actions4:

• Visual events: Equipped with visual sensors, NAO’s eyes
can recognize and localize objects in their surroundings.
This capability is essential for identifying nearby inter-
action partners, such as humans or other robots.

• Haptic events: Touch sensors on NAO’s head and arms
detect physical contact. This is vital for HRI and tasks
that involve handling objects.

• Acoustic events: NAO’s integrated speech recognition
module allows it to process natural language, enabling it
to respond to verbal commands during interactions.

• Head: An actuator in the neck controls head movements,
and the eyes can change color to provide visual signals,
mimicking human-like behaviors such as nodding.

• Arms: Actuators in the arms and joints allow NAO to
grab or carry objects and make gestures.

• Legs: Leg actuators enable NAO to walk to specific loca-
tions, like moving closer to a human for a conversation.

The teacher and student case based on this setup revolves
around a scenario in which the NAO acting as a teacher
asks the NAO acting as a student predefined questions and
expects an answer to be given. To realize this scenario using
RobAM, the overview of the CPS environment has to be
modeled within the Presentation Layer. The corresponding
Presentation model is displayed in Fig. 2a, in which the
individual NAOs are represented as CPS members, each
consisting of several components that specify their abstracted
capabilities. Moreover, the communication method of the
robots is specified. In our example, robot modules are used to
recognize and respond to speech, while web modules enable
the processing and analyzing of digitalized speech.

The specification of domain knowledge is captured within
the Content Layer. The corresponding Content model of the
teacher and student scenario consists of a root data module
named “School Questionnaire”, that contains the two submod-
ules “Geography” and “Physics” (cf., Fig. 2b). Each of these
topics references different data objects that contain specified
questions with expected answers. In this way, questions can
be accessed by the CPS member “NAO Teacher”, as specified
in the associated Interaction model.

4For more detailed information, see http://doc.aldebaran.com/2-1/family/
nao dcm/actuator sensor names.html
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Fig. 1. Conceptual overview of the layered RobAM approach that builds upon ROS and PRINTEPS to decrease CPS design and deployment complexity (the
LLM icon next to the Content Layer and Interaction Layer indicates ongoing work regarding the development of LLM-based model generation capabilities).

The Interaction Layer details the interaction choreography
for each CPS member according to the modeled scenario.
Fig. 2c and Fig. 2d showcase the Interaction models of
the simplified choreographies for the CPS members “NAO
Teacher” and “NAO Student”. The teacher choreography
starts with the action “Ask First Question”, which references
a question contained in the Content model to be expressed
in natural language. A resulting request is received by the
student waiting for instructions, which then triggers the an-
swering of the question. Next, a request containing the given
answer is received by the “NAO Teacher” followed by the
action “Analyze Answer”. This sequence of events can be
continued repeatedly until an end event is specified. In Fig. 2c
and Fig. 2d, two repetitions of this sequence are modeled, with
the request containing the student answer to the second ques-
tion ending the choreography of the “NAO Student” while the
subsequent analysis of this answer ends the choreography of
the “NAO teacher”. It is important to note that actions like
“Answer Question” and “Analysis of Answer” are adaptable
according to the modeled interaction (e.g., human providing
the answer; analysis of answer influencing the selection of the
following question). An example of utilizing this adaptability
is presented in the next section.

After all three layers of RobAM have been modeled, their
content is merged through a specified model transformation
mechanism that generates PRINTEPS models as intermediate
output. This enables the subsequent generation of ROS code
implementing the modeled scenario (cf., Section III-A).

C. Future Work

The following section outlines the Evaluation stage, which
serves as an assessment of RobAM. As part of the DSR
methodology, it was decided that this stage iterates back to
the Design stage (cf., [14]), allowing for the improvement of
identified shortcomings through the integration of innovative
technologies. Consequently, RobAM constitutes WIP still
under development, and future work is discussed below.

First, an automated generation of content models containing
relevant domain semantics is being implemented through the
utilization of LLMs combined with structured prompt engi-
neering. These LLMs are built upon the Transformer model
architecture [18], which provides the basis for their advanced
capabilities of generating contextually relevant content. The
goal of this extension is to reduce the complexity of pro-
gramming the interaction between multiple CPS entities even
further by eliminating the tedious task of creating Content
models, especially regarding their population with relevant
data. Currently, each question in the Content model that can
be accessed by CPS members is manually added by a modeler.

Second, a similar approach of combing LLMs and prompt
engineering is being utilized to automate the generation of
Interaction models. The pseudocode shown in Algorithm 1
represents the corresponding realization of this functionality,
considering that the specification of the required syntax will
be provided within the prompt in the future. The interaction
loop begins by generating an initial question and expected
answer for a given topic, such as addition. After posing this
question to the student and receiving an answer, the system
validates the correctness of the response. If the answer is
correct, a more advanced follow-up question is generated to
further challenge the student. If the answer is incorrect, the
LLM generates a follow-up question that considers the stu-
dent’s mistake, providing a tailored learning experience that
addresses specific misunderstandings. This iterative process
continues until no more answer is provided.

Third, the CPS member concept was extended as part of the
previously elaborated refinements to capture relevant charac-
teristics of the generated Content model under consideration
of the corresponding Presentation and Interaction model. This
has important implications for the application of RobAM in
changing environments that require the utilization of varying
robot capabilities. Considering the capabilities of NAO (cf.,
Section III-B), the following extensions of the teacher and
student scenario are currently being investigated:
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(a) Presentation model of the teacher and student case (b) Content model of the teacher and student case

(c) Interaction model of CPS member “NAO Teacher”

(d) Interaction model of CPS member “NAO Student”

Fig. 2. Different model types within the realization of the teacher and student case based on the layered RobAM approach.

• The visual sensors can be used to recognize human
emotions during the interaction with students. In line
with affective computing theories [19], such recognized
emotions can serve as valuable input for prompts that
are utilized to generate follow-up questions.

• The combination of visual sensors and the multitude of
actuators can enable interaction with several students.
For example, a question could be posed to students who
have to raise their hands to answer. The NAO teacher
could detect these students, pick randomly among them,
and walk to the respective students to assess their an-
swers through its speech recognition modules.

Finally, the Communication stage of the DSR methodology
is also part of future work. More precisely, when the last phase

of the AMME lifecycle, Deploy, is completed, the results
and insights gained from the research will be shared through
the OMiLAB Community of Practice [15] in an open-source
manner. This ensures that the developed method is accessible
to a wider audience, allowing for further refinement and
application of RobAM across various domains. Both the DSR
methodology and the AMME lifecycle emphasize an iterative
approach for guiding constant improvements and future devel-
opments of the modeling method, which constitutes WIP still
under development. This includes exploring the integration
of RobAM with the Digital Twin paradigm, enabling real-
time mirroring of CPS environments for enhanced simulation
and feedback. Furthermore, efforts will focus on ensuring the
scalability of RobAM across various CPS scenarios, enabling
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it to manage increasingly complex systems with multiple
interacting components. This iterative cycle will ensure that
RobAM remains adaptable in evolving CPS environments.

Algorithm 1 Pseudocode for adaptive question generation in
teacher and student interactions (Python-inspired)
Require: import LLM

prompt = ”Create a question to exercise ” + topic
question = LLM.generate(prompt)
ask student(question)
student answer = get student answer()
while student answer do

prompt = ”Is ” + student answer + ” the correct answer
to the question ” + question + ”?”
correct = LLM.generate(prompt)
if correct then

prompt = ”Create a follow-up question more advanced
than ” + question + ” to practice ” + topic

else
prompt = ”Create an appropriate follow-up question
to practice ” + topic + ” in a way that considers the
student’s incorrect answer” + student answer

end if
question = LLM.generate(prompt)
ask student(question)
student answer = get student answer()

end while

IV. CONCLUSION

The complexity of realizing CPS with multiple interacting
robots presents significant challenges. These challenges result
from the extensive coding effort on a low abstraction level and
the required adaptability to changing environments. Model-
based approaches that address these challenges, such as
Choregraphe, RoboStudio, and PRINTEPS, still have limita-
tions.This contribution introduced RobAM, developed using
the DSR methodology, along with the GMMF and AMME
lifecycle. RobAM addresses the identified limitations by facil-
itating explicit multi-robot interactions, providing high-level
system abstractions, supporting open-source adaptability, and
enabling distributed deployments. For better understanding,
an illustrative example of a teacher and student case was
presented to showcase the application of RobAM.

The future work section presented current efforts of en-
hancing RobAM through the integration of LLM-based func-
tionalities. The resulting approaches focus on the automated
generation of (i) content models, and (ii) interaction models
that consider student answers to generate suitable follow-
up questions. By integrating such functionalities, future im-
plementations can provide adaptive educational interactions,
tailored to the individual student’s understanding. These ad-
vancements leverage the power of LLMs to dynamically
generate contextually relevant content. In the broader context,
these LLM-driven functionalities open up possibilities for

RobAM to be applied in a variety of educational and CPS
scenarios, following the ultimate goal of decreasing the design
complexity of CPS through conceptual modeling.
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