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Abstract—In this paper, we introduce the Python to Kuber-
netes (PTK) framework, a high-level Python-based program-
ming framework for deploying Python applications on top of
Kubernetes clusters. PTK supports a task-based programming
approach with extensions for specifying resource requirements
and performance constraints. A major goal of PTK is to provide
users with high-level control for deploying compute- and data-
intensive applications on different types and configurations of
heterogeneous clusters, while ensuring performance and/or cost
constraints.

Index Terms—compute-intensive applications, data-intensive
applications, task-based programming, resource management,
clustering, containerization

I. INTRODUCTION

Over the past decades, we have seen a sharp increase in
the complexity of computer architectures, mainly caused by
parallelism and heterogeneity. Moreover, we have observed
an ever-growing complexity of applications due to the need of
combining compute- and data-intensive tasks. As a result of
physical limits in the design of processor architectures, faster
computing systems can now only be achieved by increasing
the degree of parallelism and utilizing heterogeneous systems
with specialized processing units, such as GPUs or tensor
processing units, which can accelerate certain types of compu-
tations. In addition, we witness the emergence of a computing
continuum that encompasses systems at vastly different scales,
ranging from mobile devices to servers, supercomputers, and
cloud data centers [1], [2].

Alongside the dramatic developments in the performance of
computing systems, we observe a convergence of compute-
intensive and data-intensive applications. Examples include
scientific simulations tightly coupled with data analytics [3]–
[5], or machine learning (ML) pipelines that process massive
amounts of data to train large-scale neural networks.

The development of compute- and data-intensive applica-
tions for heterogeneous parallel systems is associated with
many challenges. Besides the challenge of parallel program-
ming, users also need to deal with intricate resource manage-
ment tasks, performance optimization, and portability issues.
Given the large spectrum of computer architectures, portability

of applications is a key issue, since ideally, an application
should be able to run (efficiently) across a range of different
architectures and systems. Users want to be able to develop
their applications on a small local system, while being able
to deploy the final application on large clusters or in the
cloud. When running an application in the cloud, users would
like to control the trade-off between performance/execution
time and cost. Additionally, users would like to seamlessly
utilize special hardware, e.g., GPUs, when they are available
in a system to accelerate certain performance-critical tasks in
their applications. Finally, users want to get rid of low-level
infrastructure management tasks as far as possible, which are,
however, often required when running applications on cloud-
provisioned or virtualized resources.

In this paper, we address the challenges associated with
the development of complex applications, and their execu-
tion across a diverse landscape of architectures by propos-
ing the Python-to-Kubernetes (PTK) framework. PTK is a
high-level programming framework that alleviates resource
management and the deployment of complex applications on
heterogeneous compute clusters. The PTK framework supports
the development of task-based applications with Python and
provides annotations that enable programmers to influence
resource management, and specify performance requirements
directly at the programming language level. It also facilitates
the integration of these annotations into existing codebases.
Behind the scenes, PTK relies on the widely-used Kubernetes
container orchestration framework to deploy Python appli-
cations on clusters, either on-premises or in the cloud. The
use of Kubernetes is transparent to the user, and all artifacts
(e.g., manifest files) required for Kubernetes are automatically
generated by PTK.

PTK facilitates the preparation of various deployment con-
figurations on either single or multiple nodes, whether in
cloud-based or on-premises infrastructures, while controlling
the use of specific hardware for specific program tasks. The
PTK framework provides users with high-level means required
for improving the portability, performance, and scalability of
compute- and data-intensive applications.



This paper provides the following contributions: (1) we pro-
pose the PTK framework, which automates the deployment of
Python programs on on-premises or cloud infrastructures using
the Kubernetes container orchestration framework; (2) we
propose a set of annotations for Python to enable programmers
to control how program tasks are mapped to containers and
Kubernetes Pods, allowing users to quickly experiment with
different deployment configurations; (3) we propose another
set of Python extensions for specifying resource constraints
and performance requirements, e.g., the number of CPUs or
GPUs to be used for a certain programming task, or the
maximum runtime of a task; (4) we develop a prototype
implementation of the PTK framework and perform initial
experiments on single cluster nodes with a real-world ML
application to demonstrate some of its capabilities.

The remainder of this paper is structured as follows. Section
II discusses related work. Section III introduces the PTK
programming framework from an end-user’s perspective, fo-
cusing on the programming support and Python annotations.
Section IV outlines the implementation of the PTK framework
and describes the generation of Kubernetes artifacts and the
deployment of applications. Section V reports on initial exper-
iments with an ML application for leaf classification. Finally,
Section VI concludes the paper and provides an outlook on
future work.

II. RELATED WORK

Challenges in efficiently utilizing resources, achieving scal-
ability, and reducing the costs of compute- and data-intensive
applications have led to the development of numerous tools
and frameworks. One of them is Kubernetes, an open-source,
widely used orchestrator that facilitates the deployment, main-
tenance, scaling, and portability of applications for various
cluster environments, e.g., cloud-based and on-premises [6]–
[8]. PTK uses Kubernetes’ smallest deployable unit — a Pod.
Pods allow for the use of different physical nodes and serve as
the encapsulating entity for a collection of containers, which
are packages with everything needed to run the code [9]–[11].

Using Kubernetes requires a lot of low-level infrastructure-
as-code (IaC) work, including defining storage solutions, cre-
ating images, managing resources, and configuring pod and
container communication. This low-level code is automatically
generated by PTK, which is one of its main benefits.

There are other tools based on Kubernetes, e.g., Kubeflow,
which is an open-source project that aims to simplify the
deployment of ML workflows on Kubernetes [12], [13]. It is
based on Python, like the PTK framework, and allows the
deployment of ML pipelines to the cloud. With a broader
spectrum of tools, it is a comprehensive solution for generating
ML models.

Martı́n et al. (2022) [14] proposed Kafka-ML, which allows
the deployment of ML models represented as workflows using
a combination of event-driven architecture and containeriza-
tion, closely related to the PTK framework. However, we
aim to work with cluster solutions using Python, whereas the

authors focus on a single-node solution with a user interface
representation for deployment.

An article presented by Balla et al. (2020) [15] deepened
our understanding of the processes involved in scaling con-
tainerized applications using Kubernetes. In their paper, the
authors introduced an adaptive technique and an application
that enables the system to automatically scale resources both
horizontally and vertically. Similarly, Shan et al. (2023) [16]
introduced an adaptive resource allocation scheme for con-
tainerized workflows aimed at improving resource utilization.

Another example tool is Faasm [17], a serverless platform
for running high-performance and portable serverless appli-
cations, allowing functions to share regions of memory with
low-latency concurrent access to data. This platform can be
deployed on Kubernetes, using its orchestration capabilities
for operating serverless functions.

III. PTK PROGRAMMING FRAMEWORK

In this section, we provide an overview of the PTK frame-
work, outline the concept of tasks and the proposed task-based
programming style, and introduce different Python annota-
tions for influencing the deployment configuration, including
resource and performance requirements and constraints.

A. Overview

Figure 1 provides a high-level overview of the PTK frame-
work. PTK takes as input a Python application with annota-
tions and generates all the artifacts required for deploying the
application on an existing Kubernetes cluster. The generated
artifacts include manifest files with various Kubernetes objects,
as well as Docker container images for the independent
execution environment of the tasks within the program. The
Kubernetes objects supported by PTK include Deployments
(the main block for deploying any application to the clus-
ter) and Volumes/Persistent Volume Claims (PVC) (storage
abstractions for retaining data).

Fig. 1. Overview of the Deployment Schema with the PTK Framework



A major aspect of PTK is its explicit support for the config-
uration of the generated Kubernetes deployment, allowing the
programmer to influence how the tasks of a program should
be packed in containers and how these containers should be
organized into Kubernetes Pods.

By leveraging PTK as an abstraction layer over container-
ization mechanisms, we can deploy applications to either cloud
environments, such as a single cluster on Google Cloud Plat-
form (GCP), or on-premises. PTK has the capability to work
with Pods and the containers within them, generating finely-
tuned Kubernetes manifest files tailored to these environments.

B. Task-based Programming

The PTK framework requires applications to be written
using a task-based programming approach [18]–[21]. The user
has to designate the most important functions in their Python
code as tasks using PTK annotations. Internally, task-based
applications are represented as a directed acyclic graph (DAG),
where nodes represent tasks and edges usually represent data
dependencies between tasks, i.e., one task generates data that
is consumed by another task [22]. Such representations are
particularly well-suited for applications whose tasks can be
organized as a pipeline [23].

For a task, different implementation variants may be pro-
vided by the programmer (or taken from libraries) to efficiently
utilize different target architectures. For example, a task may
have a multi-threaded implementation variant that can make
use of multi-core CPUs or an implementation variant written
in CUDA for targeting GPUs. While such implementation
variants are managed by the PTK framework, the user can
influence which variant should be used on a specific target
architecture by means of annotations. By designating informa-
tion about resource requirements directly in Python code, users
can manage configurations for each implementation variant.
This information is then converted by PTK to prepare tasks
for deployment.

C. Leaf Classification ML Pipeline

To demonstrate the capabilities of the PTK framework,
we selected a Python-based visual categorization pipeline
designed to generate ML models for identifying foliar disease
categories in tomato leaves from images [24]. We transformed
this application into a task-based DAG comprising five nodes:
Download, Prepare, Preprocess, Train, and Evaluate. Each
node corresponds to a PTK task (see Fig. 2).

The dataset comprises 10 classes of images, with 9 classes
representing specific types of diseases and the 10th class
indicating a healthy state. The following code excerpt shows
the corresponding Python code of the application:

def download_data():
...
return download_results

...
def preprocess_data(prepare_results):

...
return preprocess_results

Fig. 2. Visual Categorization ML Pipeline

def train_data(preprocess_results):
...
return train_results

def eval_data(train_results):
...
return eval_results

def main():
download_r = download_data()
prepare_r = prepare_data(download_r)
...

We observe distinct Python functions or tasks, where
each task returns data as a result, which eventually will
be used as arguments for the next task. For exam-
ple, preprocess_data returns preprocess_results,
which contains data for generating the ML model in
train_data. The ML pipeline contains both compute-
intensive parts, such as train_data, which requires a
large amount of computational resources for generating ML
models, and data-intensive parts, such as prepare_data.
The data transmitted between different blocks also varies in
terms of size and content. For instance, the dataset transmitted
between prepare_data and train_data for training is
bigger than the dataset transmitted between train_data and
eval_data, which contains the created ML model and the
small dataset for evaluating the model.

D. Deployment Configuration Annotations

Using PTK annotations, users can influence the deployment
configuration of an application, i.e., how the tasks of an
application should be organized into containers and Pods. The
following annotations are provided:

1) Task Annotation: The task annotation
@task(name=’task1’) is used to designate that a
Python function will become a PTK task managed by the
PTK framework. By default, each PTK task is put into a
separate container and deployed in a separate Pod. Note, if a
Python function has the pod and/or container annotation (see
below), it will become a PTK task by default.

2) Container Annotation: The container annotation
@container(name=’cont1’) is used to designate that a
task will be put into a container named ’cont1’. The container



annotation can be used to place multiple functions into the
same container.

3) Pod Annotation: The pod annotation
@pod(name=’pod1’) is used to designate that a PTK task
will be put into a pod named ’pod1’. By adding @pod with
the same name to different functions, multiple functions will
be grouped into the same Pod, with each function running in
a distinct container.

This approach can reduce resource and network overhead,
simplify deployment, and facilitate horizontal scaling since
the entire Pod, including all its containers, can be replicated
across nodes. If only @container is specified and no @pod
is provided, each function will be placed in its own Pod by
default, with each Pod containing only one container.

Pods versus Containers: Containers are executable pack-
ages that include all required libraries, environments, and
settings to run the code. They are isolated from each other
within one operating system (OS). Kubernetes Pods, on the
other hand, are a higher level of abstraction over containers,
representing an additional virtualization level. They are the
smallest independently deployable units, allowing the use of
networking for communication across different nodes of a
cluster. Deploying an application with multiple Pods allows
the use of different cluster nodes and thus opens opportunities
for horizontal scaling. In contrast, containers are restricted to
within a single pod, serving as the encapsulating entity for a
collection of tasks. Additionally, each Pod can have its own
separate storage system within Kubernetes. Containers within
a Pod share the storage defined for that Pod [10], [11].

For Kubernetes clusters, there are several approaches for
configuring deployments, which are covered by PTK:

1) Pod with Many Containers (Each Container with One
Task): Sharing the same OS by deploying tasks in different
containers inside one Pod offers the opportunity for high-speed
data transmission. Implementing two tasks as containers inside
one Pod offers a more lightweight solution than implementing
tasks as separate Pods, because the deployment has only one
additional level of abstraction instead of two. This approach
still allows vertical scaling for each container separately;
however, it presents challenges for horizontal scaling, as
Kubernetes replicates the Pod with all containers inside it.

2) Pod with One Container and One Task: Pursuing a
high level of horizontal scalability, where each task can be
scaled separately, users need to implement each task in a
separate container and place these containers in separate Pods.
In Kubernetes, each Pod, along with a task, can be replicated
across different cluster machines, performing simultaneously.

3) Pod with One Container and Many Tasks: Alternatively,
users can place all tasks inside one container to achieve
better performance, representing the application as a monolith.
However, this approach does not allow for the ability to scale
individual tasks of a pipeline horizontally by using multiple
nodes, or vertically by allocating more resources.

PTK eases the process of creating different deployment
configurations of applications through annotations.

E. Data Management and Task Communication

Tasks in the considered applications communicate with
each other by transmitting data. Upon completing one task,
the results are retrieved by the subsequent task for further
processing. With PTK, users do not need to change functions
to implement data transmission mechanisms between them. By
implementing annotations, it is possible to use mechanisms al-
ready created by PTK, which transform the input and output of
each function internally to perform data transmission between
tasks after deployment. PTK supports the following options
for communication:

1) Volumes/PersistentVolumeClaim (PVC): This approach
generates storage for communication between @pod,
@container, or @task. PTK supports the following
mechanisms: (1) Volumes, where each volume is tied to a
specific Pod, and its lifespan equals the Pod’s lifespan. When
a Pod is terminated, its volume is also deleted; (2) PVCs,
which are not tied to specific Pods and have independent
lifecycles, allowing multiple Pods to share the same storage.

from ptk import task

@task(name=’download’,
output={’type’:’PVC’,’size’=20Gb’})

def download_data():
...
return download_result

@task(name=’prepare’,input={’download’})
def prepare_data(download_result):

...

In this code, two tasks, download_data and
prepare_data, are deployed in separate Pods. For
data transmission between these tasks, we use a PVC with
a size of 20GB, which is declared with download_data.
prepare_data receives access to this PVC by adding the
input for the task as the name of the download_data task
(’download’), and adding arguments to the prepare_data
function with the same name as the return value for
download_data.

The PTK framework handles retrieving the data by connect-
ing to the PVC, and waits until the data is fully uploaded to the
location before proceeding to the next step. The download
Pod is connected to a PVC, where the download_data
task uploads all downloaded data to the PVC as a result. The
prepare_data Pod waits for the completion of all data
uploads from the download_data task.

2) Inter-process communication (IPC): IPC is used for
communication between containers in one Pod.

@pod(name=’main-dag’,output={’type’:’IPC’})
def download_data():

...
return result

@pod(name=’main-dag’,input={’download_data’})
def prepare_data(download_result):

...



In this case, download_data and prepare_data are
deployed in the same Pod main-dag, but in different con-
tainers with names matching the function names, which allows
the use of IPC. Users do not need to change the code in this
case, only the output type.

3) Direct function calls: This method is used for data
transmission between functions inside one container, where
one function is called by another function.

F. Resource Management

PTK allows users to specify resource requirements for tasks,
containers, and Pods in the form of ’limits’ and ’requests’
for virtual CPUs (vCPU), GPUs, and RAM. Requests specify
the minimum resources required for deployment, while limits
contain the maximum allocatable resources. They are used
for vertical scaling, allocating more or less resources for
containers within one Pod. At the same time, Pods are used
for horizontal scaling of applications. Kubernetes provides
mechanisms for deploying several replicas of the same Pod
to different nodes.

1) Task Annotation: As the PTK framework works with
tasks organized into containers and Pods, it allows users to
tune resource management and replication for each task:

@task(cpu_requests=6,cpu_limits=8,
memory_requests=’8Gi’,memory_limit=’16Gi’,
gpu_requests=’1’,gpu_limits=’4’,num_replicas=2)
prepare_data(...):

The num_replicas argument defines the number of
replicas used for horizontal scaling across Kubernetes clusters.
For example, num_replicas can be used for ensemble ML,
when users can create multiple small models on different
nodes using different subsets of the training data. As a result,
it combines the predictions of multiple models to produce a
single final prediction [25]. Each replica requires 6 vCPUs, 8
GiB of RAM, and 1 GPU, with the maximum resources that
might be allocated being 8 vCPUs, 16 GiB of RAM, and 4
GPUs.

2) Container Annotation: This annotation allows to
use only ’limits’ and ’requests’, i.e. cpu_requests,
cpu_limits, memory_requests, memory_limits,
gpu_requests, and gpu_limits arguments.

3) Pod Annotation: Whereas @task covers all opportu-
nities for resource management, represented as a step above
Kubernetes logic, @pod allows to use only num_replicas.

IV. TRANSFORMATION TO KUBERNETES

In this chapter, we outline how the PTK framework auto-
mates the process of transforming Python programs with PTK
annotations, so that they can be executed on a Kubernetes
cluster. This process includes the generation of container
images, Kubernetes objects, and manifest files, as well as
scripts for deploying and running a PTK application.

A. Generation of Container Images

One of the required operations for deployment is the con-
tainerization of annotated tasks before their deployment. The

PTK framework automatically containerizes tasks, generates
images, and deploys them.

This operation occurs during the main process of generating
Kubernetes manifest files, where the created image is added
to the manifest. If we need to create an image of the task
during the generation of Kubernetes manifest files, the PTK
framework can generate a simple Dockerfile, add the path to
the task, and name the image based on the concatenation of the
file name and the task name. The framework then generates the
Docker image and deploys it to Docker Hub [26]. However,
this option is currently restricted to bare Python applications
with default libraries and TensorFlow-based applications.

B. Generation of Containers and Pods

With the current version of PTK, we assume that the target
cluster for deployment is already created. From the cluster, we
need to obtain data on how many resources are available for
allocation to the application, based on which we can add non-
functional requirements for tasks [27], [28]. Additionally, we
need to decide on the configurations of Pods and containers for
applications. For example, should we use only one container
and one Pod to host all tasks, or do we need to use a separate
Pod and container for each task?

The PTK framework processes the source code annotations
as follows:

(i) For each @pod annotation of a task, the framework either
inserts a new Pod or updates an existing one. Moreover, PTK
adds a declared @container for this task or automatically
creates one.

(ii) When @container is created and used along with
@pod for a function, PTK adds the container to the specified
Pod and includes this Pod into the internal PTK structure. If
no @pod annotation is provided, PTK automatically creates a
new Pod for the @container.

(iii) The @task annotation behaves like a combination of
both a @pod and a @container, automatically adding the
corresponding Pod and container to the PTK internal structure.

These annotations highlight the simplicity of adding a few
lines of code compared to manually crafting the structure of
Kubernetes manifest files for deployment. The manifest files
are automatically generated based on the provided data.

C. Data Transmission

PTK works with three types of communication: Vol-
umes/PVC, IPC, and Direct function calls. Using our frame-
work, users do not need to change the code of tasks or
implement data transmission between them by themselves.

1) Volumes/PVC: According to the example in Sec-
tion III-E, the producing data task contains an output
argument. During image generation, this argument al-
lows the framework to find and substitute the return
download_result of the function with an internal method
that preserves data into a PVC. For the generation of the
manifest file, it creates a Volume, a PVC, and attaches this
PVC to the Pod. The consuming data task contains the
input=’download’ argument, which includes the name



of the producing task, as well as the download_result
argument with the same name as the return value in the
download_data function. This enables PTK to automat-
ically get this data from the PVC.

2) IPC: This option follows the same logic. By adding
output and input for two functions, PTK internally sub-
stitutes the return value of the producing functions and the
arguments of the consuming function with IPC data commu-
nication.

3) Direct function calls: Users need to place the functions
in one file and add the call of one function into the other. PTK
generates the image and Kubernetes manifest by combining all
these functions, treating them as one. For this purpose, it scans
the task to find other function calls located in the same file.

D. Deployment and Execution of PTK Applications
After creating the Kubernetes cluster, implementing the

desired Pod-container configuration using annotations, adding
non-functional requirements, and resolving issues in the cre-
ation of container images, the PTK framework can generate
Kubernetes manifest files.

PTK uses preprocessing mechanisms for the generation of
Kubernetes manifest files. Users need to call the annotated
task within their Python code, and the PTK framework will
generate the manifest files before running the main Python
code of the task. If you have multiple annotated tasks to be run
in one session, the framework gathers and analyzes the data
from all annotations during this preprocessing phase before
running these tasks. Additionally, to prevent the local running
of pipelines, PTK has an option to stop the execution of the
main Python code after analyzing all annotations, and creating
all Kubernetes manifest files before running the main code.

Internally, the framework transforms annotations into its
own structure. The main PTK structure is represented as a
list of Pods, which contains the main information from the
@pod annotations, the file where the @pod is located, and
the task where it is added. Each Pod in the list also has con-
tainers and volumes/IPC with their information, including the
tasks for which they are declared. This information simplifies
distinguishing between Pods when multiple Pods are created
during the same session.

Each Pod is then transformed into a Kubernetes Deployment
object, and all Pods are saved in their own files, with names
based on the concatenation of the Pod name and the names
of the tasks for which the Pod’s containers are created. Once
the manifest file exists, its regeneration is triggered.

The created manifest files are dependent on the target
machine, considering available resources. Users need to en-
sure that the machine’s resources are sufficient and meet or
exceed the specifications in the non-functional requirements
of their application. After creating the cluster and obtaining
the Kubernetes manifest files, users can deploy these files to
the cluster and run their pipeline on the target infrastructure.

V. EVALUATION

For the initial experimental evaluation of the PTK frame-
work, we decided to use the Python-based ML pipeline from

Section III-C. All experiments were conducted on GCP using
the us-west1-c zone. One of the main benefits of Kubernetes
is the ability to use multiple nodes within a cluster. However,
there are cases when the data size and calculation complexity
of the pipeline allow it to be deployed on a single node, which
increases the application’s speed by eliminating the need to
transmit data between nodes. Therefore, all our experiments
were conducted using a single node.

For the first experiment, we used the PTK framework to
generate Kubernetes manifest files and deploy three different
Pod-container configurations of this application. Our goal was
to determine the impact of each configuration on the execution
time for generating the ML model and the associated costs.
For the second experiment, we deployed the best configuration
identified in the first experiment to different nodes, in order
to show the influence of different machines on the time for
generating the ML model and the cost.

A. ML Application and Different Pod-Container Configura-
tions

One of the major challenges for the application was to
determine a good configuration in terms of how tasks are
organized into containers and Pods. Using @task annotations,
we implemented Configuration 1 of Pod-container packaging,
which we consider the default, i.e., each task goes into a
separate container and a separate Pod. We chose to represent
the pipeline as four Pods, each containing one container. PTK
internally generated separate Kubernetes manifest files, one
for each Pod. In turn, each container holds one task of the
ML pipeline (see Fig. 3). We assume that the data has already
been downloaded using the Download task.

Fig. 3. Main Pod-container Configuration for the ML Pipeline

PTK creates images for each task. For communication
between different steps, we use PVCs, where one step uploads
the data to the PVC and the next step downloads this data for
further calculations, as described in Section III-E.

In addition to Configuration 1, for the same pipeline,
we developed two other configurations using @pod and



@container annotations (see Fig. 4). Configuration 2 uses
one Pod with multiple containers, where each container
contains one task. Configuration 3 uses one Pod with one
container for all tasks. Communication between tasks is also
accomplished with PVCs, as in Configuration 1.

Fig. 4. Configurations 2 and 3 with Different Pod-Container Groupings for
the ML Pipeline

For the experiments, we deployed these configurations on
single-node clusters and compared the execution time and cost
for each configuration (see Table I).

TABLE I
EXECUTION RESULTS OF DIFFERENT CONFIGURATIONS WITH EQUAL

RESOURCE CHARACTERISTICS

Configurations #1 #2 #3
execution time, secs 70.432 68.734 64.234
execution time, % 109.6 107 100
node price hr, $ 0.047
gpu price hr, $ 0.355
zone price hr, $ 0.101
total cost, $ 0.0099 0.0096 0.009

We used an n1-standard-1 node with 1 CPU and 3.75
GB of RAM. Additionally, we added an NVIDIA Tesla T4
GPU with 16 GB of memory. We defined resource requests
using the PTK framework. For Configurations 1 and 2, each
task required 0.25 vCPU and 1 GB of RAM, except for
the Evaluation task, which required 0.75 GB of RAM, and
the Train task, which used the GPU. For Configuration 3,
we allocated all the resources of the node to one container.
The corresponding cost for generating the ML model was
calculated based on GCP pricing resources [29], [30].

Changing from Configuration 1 to Configuration 3 by
decreasing the number of Pods and containers reduced both the
execution time and cost by roughly 10%. This reduction is due
to the fewer number of containers and Pods that Kubernetes

needs to maintain, which allocates resources away from the
execution of the pipeline itself (see Fig. 5).

Fig. 5. ML Pipeline Execution Time and Cost Across Different Configurations

B. ML Applications and Different Resource Characteristics

Selecting Configuration 3 as the fastest and cheapest, we
compared its deployment on three types of nodes, measuring
the time required to create the ML model, and calculating the
costs based on the resources used.

We performed three experiments, one for each node (see
Table II). Scenario 1 reflects the results of Configuration 3
from Table I. For Scenario 2, we used the same node but
without the GPU. For Scenario 3, we used an n1-standard-2
machine with 2 CPUs and 7.5 GB of RAM. We utilized all
the resources of the nodes for each scenario.

TABLE II
EXECUTION RESULTS OF CONFIGURATION 3 WITH DIFFERENT RESOURCE

CHARACTERISTICS

Scenarios #1 #2 #3
node type n1-standard-1 n1-standard-2
execution time, secs 64.234 1725.286 957.408
node price hr, $ 0.047 0.095
gpu price hr, $ 0.355 - -
zone price hr, $ 0.101
total cost, $ 0.009 0.071 0.052

It is evident that the use of GPUs significantly improves
performance. When the GPU was not used for the Train task,
the time for generating the ML model increased by almost 27
times, from 64 to 1,725 seconds (see Fig. 6). Additionally,
using two CPUs in an n1-standard-2 node decreased the time
by 1.8 times, as the Train task could utilize both CPUs to
speed up the creation of the ML model.

The cost is correlated with the execution time; however,
for such experiments, the overall cost increase was less than
the increase in execution time because Scenarios 2 and 3
used less expensive nodes. As you can observe, deploying the
application using only the CPU in Scenario 2 is almost 8 times
more expensive than using the GPU in Scenario 1, even though
the price of the node in Scenario 1 is 3.38 times higher than in
Scenario 2. The same situation is observed between Scenario
2 and Scenario 3, where the price of the node in Scenario 3
per hour is 1.32 times higher, but the total execution cost is
1.37 times lower.



Fig. 6. ML Pipeline Execution Time and Cost Across Different Scenarios

VI. CONCLUSION

In this article, we proposed PTK, a high-level Python-
based programming and resource management framework. It
automates the deployment of applications on both on-premises
and cloud infrastructures using Kubernetes. We proposed
annotations for Python, allowing users to specify how the main
tasks of an application should be configured into containers
and Pods. In addition, PTK offers annotations for specifying
resource requirements. We developed a prototype of PTK and
demonstrated the framework’s utility through initial experi-
ments, involving the implementation and deployment of a real-
world ML application with various resource configurations.

For future steps, the development of the PTK framework
will include work on the automatic provisioning of Kubernetes
clusters based on the user-specified resource requirements.
Moreover, we plan to introduce annotations for enabling users
to specify performance requirements and expectations for
tasks, e.g., limits for the execution time or the price, and to use
this information in order to select appropriate resources. Future
work will also focus on more extensive evaluations, including
multi-node deployments, to further validate and refine the
framework.
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