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Abstract—In cyber security an important part of risk analysis 

for IT systems is threat analysis. Threat analysis is an 

indispensable prerequisite for the planning and budgeting of 

efficient defense measures. This paper describes a strictly formal 

method for modeling realistic cyber-attack scenarios. These 

scenarios are modeled as Discrete Time Markov Decision 

Processes, opening the opportunity for the application of formal 

methods to calculate quantitative success probabilities of cyber 

threats depending on the attacker’s skill level and the victim’s 

infrastructure and defense measures. Techniques and tools of 

probabilistic model checking are applied to find quantitative 

answers to important questions relevant in threat analysis, such as 

the attacker’s minimum and maximum success probabilities in the 

victim's IT environment. This provides valuable decision support 

for security managers when they are forced to assess different 

security measures in the course of deciding which measure to 

implement under given budget constraints. To guarantee the 

practical relevance of the method, a list of 159 attack actions and 

a list of 118 defense actions are compiled, where the information is 

gained from several proven tactical and technical knowledge 

bases. An example – stealing confidential data – shows the 

application of the method. For calculating probabilities, the model 

checking tool PRISM is used.  

Keywords: Security Management, Threat Analysis, Formal 

Methods, Model Checking, Formal Security Models 

I. INTRODUCTION

Today every enterprise, be it a small company or a large 
organization, is confronted with an ever-growing number of 
cyber threats that become more and more sophisticated. No 
matter whether an attacker wants to steal valuable data, hold the 
enterprise for ransom by encrypting data, deface an 
organization’s website for reasons of hacktivism, or interrupt the 
enterprise’s smooth flow of operation for whatever reason, 
providing effective cyber security measures has become a must. 
Planning such measures requires risk assessment, which goes 
hand in hand with threat analysis – the systemic enumeration 
and evaluation of the various threats the IT systems and IT 
processes are facing. A thorough analysis of possible threats is 
necessary to plan effective countermeasures and thus minimize 
the risk of falling victim to a devastating cyber-attack [1]. 

To know about the effects of various possible investments in 
cyber security as precisely as possible, at best in a quantitative 
way, would be a great benefit in the decision process of planning 
a cyber security strategy. Such a process consists of the 
definition of possible attack scenarios (threats) and the planning 
of defense measures. Usually the budget for the implementation 
of security measures is limited, thus making it necessary to 
select the most effective measures for the given situation. A 
method that is able to calculate the effects of defense measures 
on the success probabilities of potential attack scenarios will 
provide a valuable decision basis. 

Various methods of threat analysis have been proposed in 
the literature throughout the last years. Typical examples are 
STRIDE, Pasta, and others; see e.g. [2,3,4]. The main problem 
with these approaches is that they are of an informal or at most 
semi-formal nature. Hence, they are not suited for precise 
mathematical analysis and the application of formal methods. 
By formal methods we generally understand the modeling of 
systems with mathematically rigorous techniques as a basis for 
further analysis. In this paper we show how to model attack 
scenarios formally as Discrete Time Markov Decision Processes 
and how to formulate statements or questions of interest about 
the system, usually by means of a temporal logic. (For example: 
What is the attacker’s success probability in a certain situation). 
These important questions for threat analysis can then be 
answered by using methods of probabilistic model checking [5] 
with the help of available tools.  

It will be a great advantage for threat analysis if it contains 
an analysis of the probability that a certain threat – a certain 
attack scenario – will be successful depending on the current 
state of defense measures in effect in the victim infrastructure 
and organization. This will point to the most endangered parts 
of the IT system and can help to plan the budget for additional 
defense measures: varying these defense measures in the 
analysis can quantify the effects an investment in specific 
measures will have, and thus will support threat analysis (and 
subsequently risk analysis) significantly. In this paper we 
describe a method for this purpose that is very close to practice 
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and is nevertheless viable in typical situations faced by security 
managers. 

To achieve this goal the method must meet two challenges: 
a) the definition of a formal model of possible attack scenarios 
and b) a quantitative way to calculate the success probability of 
attacks. The first challenge is met by constructing attack 
scenarios based on a most complete list of elementary attack 
actions and formalizing the scenarios with the help of Discrete 
Time Markov Decision Processes (DTMDP). The second 
challenge is overcome by using probabilistic model checking. In 
detail the following subtasks have been solved: 

• A list of elementary attack actions is compiled. 

• Each elementary attack action is attributed with the skill 

level necessary for its operation, its success probability 

(depending on the current state of defense measures in 

place), and the damage caused by a successful execution. 

• Examples of possible attack scenarios are defined 

combining the elementary attack actions mentioned above 

to concerted attacks. 

• To define the security level of the victim system, a list of 

elementary defense actions is compiled. 

• The effects of each defense action on the success 

probabilities of correlated attack actions are defined. 

• These attack scenarios are modelled formally by means of 

a Discrete Time Markov Decision Process. 

• Methods of probabilistic model checking are used to 

calculate the overall success probability of each scenario. 
 

The main contribution of this paper is the application of 
strictly formal, nevertheless practicable, methods – Markov 
Decision Processes and probabilistic model checking – within a 
realistic environment of today’s threat landscape. Such a method 
will constitute a great support for security managers giving them 
reliable quantitative information about the effectiveness of 
planned defense measures. 

II. RELATED WORK 

Threat analysis in general is discussed in various papers from 
the last 30 years; a recent overview covering all aspects of it is 
given in [8] in form of a comprehensive self-assessment test; 
other general descriptions can be found in [9, 10, 11]. 

A well-known concept for attack modeling are attack trees 
(AT), which were originally introduced by Schneier [12], further 
explained by him in [13] and described in more detail in [14] 
and in [15]. In [6] and especially in [16] attack trees are tackled 
in a more formal way. Further treatment of attack trees expands 
the idea to attack-defense trees (ADT) by inserting defense 
actions, too, to counteract the attack actions [17]. The nodes of 
attack trees (and ADTs) can be attributed with various 
parameters in order to compute attack metrics; such parameters 
could represent e.g. the cost of the attack actions, the time 
needed for the action, or the probability of the action. In [18] 
some algorithms for the analysis of different variations of attack 
trees are described. Aslanyan et al. [19] describe the analysis and 
metric computation of such quantified properties of attack-
defense trees. Quantitative analysis of attack trees or attack-
defense trees and the combination of multiple parameters are 

described in [20, 21, 22, 23, 24, 25] and [27]. A stochastic 
analysis of attack trees is discussed in [26]; and [27] uses 
constraint programming to analyze attack trees with incomplete 
information.  

One possibility for computing overall characteristics of ATs 
and ADTs is the use of formal methods. Generally, the concept 
of “formal methods” is understood as a process that uses a 
formal model of a situation and a formal definition of some 
properties (usually formulated as a proposition in temporal 
logic) to prove the properties by enumerating all possible paths 
through the model and checking its validity in each state; this 
attempt to prove the proposition is called model checking; see 
[5] for a thorough description. An overview of the use of formal 
methods in attack tree analysis is given in Wideł et al. [7]. In 
papers by Gadyatskaya et al. [28] and by Kumar et al. [29] 
Priced Timed Automata are used as formal model for attack 
trees. In [37], [38] and [39] formal methods together with model 
checking are used for threat modeling in connection with the 
development of secure software. 

In case the basic formal model contains probabilities (with 
regard to the success of actions), the method is called 
probabilistic model checking. In this case the model checker 
does not output a simple true/false on the proposition checked, 
but rather minimum and maximum probabilities for the 
proposition to be true. Relevant descriptions of probabilistic 
model checking can be found in Kwiatkowska et al. [41, 42] and 
in [43]; a model checking approach integrating the costs of an 
attack is described in [16]. The suitability of Discrete Time 
Markov Processes as a model for ATs and ADTs in connection 
with probabilistic model checking is obvious and is described in 
[19] and [36]. In [34] and [35] Markov Processes are combined 
with game theory. In [36], an algorithm to translate an attack tree 
into a Markov Decision Process is given, which is then analyzed 
by model checking techniques; however, the example given is 
very simple, hence having only limited practical relevance.  

Exhaustive sets of attack actions can be found in several 
documents issued by cyber security organizations and 
companies such as CISA or MITRE. Elementary attack actions 
must then be combined to build concerted attacks with specified 
goals, usually aiming to break one of the three key concepts of 
cyber security: confidentiality, integrity, availability. Attack 
scenarios include kill chains. Descriptions and discussions of 
attack scenarios and kill chains and can be found among others 
in [30], in the CISA report “Cybersecurity Scenarios” [31], in 
[32], and in [33]. 

Unlike the applications described in the literature this paper 
uses formal methods and probabilistic model checking for threat 
analysis in realistic settings. 

III. ATTACK DEFINITION 

A. Attack Actions 

By the term “attack action” we will mean an elementary 
action that an attacker can execute against the infrastructure or 
the organization of the victim. The first step in attack definition 
is the compilation of a list, as complete as possible, of 
elementary attack actions. This list should comprise actions 
covering diverse attacks such as malware-based attacks 
(ransomware, trojans, etc.), phishing attacks (spear phishing, 
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whaling, etc.), man-in-the-middle attacks, denial of service 
attacks (DOS and DDoS), SQL injection attacks, DNS tunneling 
attacks, password attacks, drive-by download attacks, cross-site 
scripting (XSS) attacks,  DNS spoofing or poisoning attacks, 
session hijacking, URL manipulation, and others. There is quite 
a number of problems when attempting to compile such a list: 
there is no general standard of nomenclature and the delimitation 
of the actions from each other is not trivial as they might be on 
different abstraction levels. To overcome these problems and in 
order to keep the approach as close to practice as possible 
several proven and generally accepted data sources were 
consulted, and an integrated list of attack actions was 
synthesized. The data sources involved where: STIX (Structured 
Threat Information eXpression language) [44], the APT kill 
chain by Hutchinson [30], the CAPEC (Common Attack Pattern 
Enumeration and Classification) attack patterns [45], and the 
MITRE ATT&CK (Adversarial Tactics, Techniques & 
Common Knowledge) attack and mitigation patterns [46]. 

The result is a consolidated list of 159 attack actions that are 
on a similar abstraction level and well distinct from each other. 
To have a better structure the attack actions can be grouped into 
categories according to attack phases. In the literature several 
such attack phases can be found: Lockheed Martin proposes 7 
phases: Reconnaissance, Weaponization, Delivery, 
Exploitation, Installation, Command and Control, Actions on 
Objectives [48]. MITRE defines 14 so called tactics [49]: 
Reconnaissance, Resource Development, Initial Access, 
Execution, Persistence, Privilege Escalation, Defense Evasion, 
Credential Access, Discovery, Lateral Movement, Collection, 
Command and Control, Exfiltration, Impact. CISA reduces this 
in their risk and vulnerability assessment to 11 [50]: Initial 
Access, Execution, Persistence, Privilege Escalation, Defense 
Evasion, Credential Access, Discovery, Lateral Movement. 
Collection, Command and Control, Exfiltration. Such a 
distribution on many groups, however, leads to the disadvantage 
of attributions of one action to multiple groups. To make 
attribution of actions unique, we decided to restrain to 3 phases 
only: Reconnaissance, Initial Access and Execution.  

Reconnaissance comprises all actions related to gaining 
information about the victim, such as the details of its 
configuration including the defense measures currently in place 
or the existence of vulnerabilities. There are 17 such actions in 
the list. Initial Access contains 31 actions that can be used for 
getting access to the victim’s system by various means. 
Execution is the largest class with 111 actions, all capable of 
executing some payload on the victim’s system. A list of all 159 
actions can be downloaded from https://www.pen.quest/ 
wp-content/uploads/2024/07/Actionlists.pdf 

Beside a description of the action in plain text, three values 
must be attributed to each attack action: 

1) The necessary skill level the attacker must have to be 

capable of conducting the action. 

2) The success probability of the action (depending on the 

defense level of the victim).  

3) The damage a successful completion of the action will 

cause. 
Ad 1) The level of an actor’s technical abilities constrains 

action use; a higher skill rating unlocks more complex attacks. 

A hacker with skill rating 3 can attack vulnerabilities. However, 
they are not able to perform supply chain attacks or develop 
zero-day attacks. Skill levels are ranked from 1 to 4; the 
relationship between a certain skill level and the actions 
available for an attacker at this level have been derived as a 
combination of the level of privileges required as defined by 
MITRE ATT&CK (and some information taken from CVSS 
base scores). 

Ad 2) The definition of success probabilities is a complex 
task. They largely depend on the amount and quality of defense 
measures in place at the victim’s infrastructure and organization. 
The proposed method works with a baseline set of success 
probabilities that assumes only a low basic security level at the 
victim’s site. The main information for these baseline success 
probabilities of attack actions was taken from [50], where CISA 
reports such probabilities computed from risk and vulnerability 
assessments on a yearly basis. Other sources used to this end 
were sources compiled by MITRE: STIX—Structured Threat 
Information Expression | STIX Project Documentation [44], 
CAPEC—Common Attack Pattern Enumeration and 
Classification [45] and ATT&CK [46]. Furthermore, an impact 
matrix (attack actions x defense actions) is set up that for each 
implemented defense action defining the impact it has on the 
success probability of attack actions (no impact – small impact 
– medium impact – large impact – full annulation). 

Ad 3) Damage is categorized in three dimensions: 
Confidentiality, Integrity, and Availability. For each dimension 
the damage level is defined as a number between 0 (no damage) 
and three (full compromise). The damage attribute of an 
elementary action is defined as the amount of increase of the 
damage level in each dimension (plus 1, 2 or 3); additionally, 
certain defensive actions may decrease a damage level (healing). 
Changes in damage levels are part of the effects of an action. 

B. Attack Scenarios 

An attack scenario describes a concerted combination of 
various elementary attack actions an attacker could perform to 
achieve her/his predefined goal. Attack scenarios can of course 
comprise multiple ways of pursuing the attacker’s goal: the 
scenario must contain alternative paths to the goal, such that 
when one special sequence of attack actions does not work, 
others are possible, too, and might be tried. In case an action 
fails, it is possible for the attacker to repeat this action. 

The definition of the ”success” of an attack scenario depends 
on the point of view: for the attacker the scenario is successful, 
when s/he fully reaches the predefined goal of the attack; this 
means to raise the damage level in the intended dimension to 3. 
From the point of view of the defender, however, not the 
attacker’s success, but the impact triggered by the attack 
scenario is relevant; where impact is defined as “the magnitude 
of harm that can be expected to result from the consequences of 
unauthorized disclosure of information, unauthorized 
modification of information, unauthorized destruction of 
information, or loss of information or information system 
availability” (according to the definition of NIST [51]). A 
defender may suffer a considerable impact, even if the attacker 
does not reach the goal; this means that raising the damage level 
in any of the three dimensions by at least one point is relevant 
for the defender. 
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An attack scenario is predetermined by five parameters – the 
configuration of the defender, the defense measures in place at 
the defender’s site, the skill level of the attacker, the attacker’s 
intended goal (Confidentiality, Integrity, Availability) and the 
attacker’s initiative; the last term defines the number of steps, 
after which an attacker gives up if s/he hasn’t achieved the goal 
yet, maybe due to time or budget restrictions or just because the 
attacker’s options are exhausted (and s/he does not want to 
repeat unsuccessful actions over and over again). The attacker’s 
skill level reduces the available actions; the same holds for the 
defender’s configuration – not all actions make sense in a 
specific configuration (e.g. when no mobile phones are involved 
in a configuration the respective actions can be neglected; 
another condition limiting the choice of actions is their 
necessary sequence: only if reconnaissance actions are 
successful, actions from the next phase (initial access) are 
available; similarly for the initial access phase and the execution 
phase. Given these parameters, possible combinations of attack 
actions are defined that would reach the defined goal when 
executed successfully. To this end we can resort to cyber kill 
chains discussed in the literature [30] and adapt them with regard 
to the attack actions compiled for our purpose. (Some of the 
attack actions from the literature have only supportive character 
and make sense only when used together with a “real” attack 
action.) 

C. Formalizing Attack Scenarios 

To model possible attacker behavior in a specific scenario 
we use Discrete Time Markov Decision Processes (DTMDP). A 
scenario is formalized as a 6-tuple (S, Aatt, AL, P, E, C) where: 

S = {s0, s1, … sn}  is a finite set of states; s0 is defined 

as the starting state. 

Aatt = {a1, a2, … an}  is a finite set of available attacker 

actions. 

AL: S x S → Aatt is a function labeling a subset of 

state transitions with an action 

P: S x Aatt x S → [0..1] P(s,a,s’) is the probability that 

action a executed at the transition 

from state s will lead to state s’. 

E = { e0, e1, … en} is a finite set of effects of an action  

C: S x S → P(E) is a function defining the effects of 

a transition from state s to state s’.  

Generally a path through the DTMDP is characterized by 
alternating transitions: there are transitions labeled with an 
action followed by transitions characterizing the success or 
failure of this action. Figure 1 shows 3 action transitions a1, a2 
and a3 emanating from state S leading to states T, U and V; from 
each of these states there are only two possible successor states 
depending on the success or failure of the respective action, 
which is determined by the probability function P that defines 
the success probability of the action, respectively 1-P for a 
failure. The next possible action is chosen either by moving to 

the next step in the kill chain in case of success (states W and X) 
or by going back to state S and trying another action (including 
the possibility of repeating the failed action). If in a certain state 
several actions are available, one is chosen non-
deterministically. 

 

Fig. 1. DTMDP detail with 3 possible actions  

Finally, the function C(s,s’) defines the consequences of a 
state transition: state transitions labeled with an action always 
reduce the attacker’s initiative by 1; state transitions 
representing the success of an action may increase some of the 
damage levels; state transitions representing the failure of an 
action have no consequences. The attack ends if either the 
attacker’s ultimate goal is achieved, or her/his initiative is 
exhausted.  

D. Calculating the Success Probability of Attack Scenarios 

This model is then implemented in a model checking tool for 
further analysis. To this end we used the probabilistic model 
checker PRISM [52]. PRISM provides a language to formulate 
Markov Decision Processes as well as propositions in a temporal 
logic. Based on that, it implements probabilistic model checking 
algorithms to calculate among others minimum and maximum 
probabilities for the proposition to be evaluated to true. To 
resolve non-deterministic choices, PRISM uses a uniform 
scheduler, effectively resolving non-determinism in a 
uniformly-distributed probabilistic manner. 

IV. DEFENSE MEASURES 

As the success probability of an attacker action is dependent 
on the defense measures in place at the victim’s site, we must 
have a closer look at defense actions. The problems when 
compiling such a list are similar to those encountered with the 
list of attack actions: there is no general standard of 
nomenclature and the actions might be on different abstraction 
levels. Again, we resorted to proven and generally accepted data 
sources, mainly MITRE D3FEND [47]. 

Analogous to the attacker actions a list of 118 possible 
defense actions is compiled. The actions are subdivided into 
three categories: Prevention, Detection, and Response. 
Prevention actions are set in advance to prevent or at least 
impede certain attack actions. There are 43 prevention actions 
comprising technical (e.g. one-time passwords, data encryption, 
limit logon-attempts, run a decoy service, validate input, etc.) as 
well as organizational (e.g. security awareness training, setup 
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security response procedures, etc.) measures. The 49 detection 
actions are aimed at detecting ongoing attacks. Examples are: 
analyze DNS traffic, detect connection attempts, monitor input 
devices, detect self-modifications, etc. And the 26 response 
actions can be used to counter or mitigate attack actions that 
have already caused some damage; these comprise actions such 
as disabling accounts, isolating processes, terminating a 
connection, or shutting down the whole or parts of the system.  

Furthermore, the effect of the various defense actions on the 
success probabilities of selected attack actions is defined as an 
impact matrix that specifies the reduction of the success 
probabilities of the attack actions in relation to the defense 
actions. As an example, let’s look at the matrix entries two such 
prevention actions: 

• Limit logon attempts: Limiting logon attempts would 
have a massive effect on the attacker action “Brute force 
password”. The success probability of the brute force 
password action without any defense is 0.4. With the 
defense action limit logon attempts the success 
probability of brute forcing is decreased to 0.01 (a small 
success probability remains because of automated 
limited attempts with time intervals or of a right guess by 
chance). 

• Encrypt data: Encrypting sensitive data on all storage 
media would render the result of data stealing actions 
worthless. The success probability of the respective 
attack actions (steal local data, steal network share data) 
could be set to a lower value. The baseline values is 0.4 
for both actions (as access was already successful) and 
can be reduced to 0.05 (again we do not set the success 
probability to 0 because the attacker might be capable of 
decrypting the data). 

V. EXAMPLE 

A. Example setting 

Here is a small, nevertheless realistic, example to show how 
the system works: An attacker wants to steal information from 
the victim’s system. The goal is the violation of the victim’s 
confidentiality dimension. The defender’s system is a network 
of servers and workstations with a network share; it is possible 
to log into the system via a website; directly accessing the 
system via an external device (e.g. a mobile phone) is not 
possible and there is no cloud infrastructure involved. The 
information the attacker is interested in, is stored in files 
available as network shares and in local files. We will restrict 
the attacker’s skill level to 2. This has the consequence that only 
a limited set of actions is available for the attacker. In this 
scenario in the reconnaissance phase the attacker can gather 
information about the victim’s website and users and/or execute 
various scans of the victim’s system (scan for unknown systems 
or for vulnerabilities, sending packages and analyzing the 
response). If successful, the attacker enters the next phase – 
initial access – and tries to get access to the system either by 
exploiting a vulnerability detected or, based on the information 
gathered, hijacks a legitimate account or tries to access the 
system by using brute force password cracking. Having gained 
initial access s/he has arrived at the execution phase of the attack 
and can search for interesting files, either locally or on network 

shares. If something interesting is found s/he downloads the 
files. Successfully downloading local files awards one point on 
the confidentiality scale, downloading files from network shares 
rewards another 2 points. The attacker is successful if he reaches 
the value 3 on the confidentiality scale – which means that he 
was able to download files from local storage and from network 
shares. 

We define the defense level of the victim by the set of 
success probabilities of the attack actions involved. We assume 
a baseline defense level with no special defense measures in 
place within the defender’s infrastructure. Later we will vary the 
set of success probabilities in accordance with planned defense 
actions to analyze the effect of specific defense actions on the 
overall success probability of an attack. The baseline defense 
level is set by information taken from the sources mentioned 
above. Table 1 shows the baseline of success probabilities of the 
reduced set of possible attack actions of the scenario (reduced 
due to the victim’s infrastructure and the attacker’s skill level). 

Another parameter having direct influence on the overall 
success probability of an attack is the attacker’s initiative: How 
long (in terms of the number of failed or successful attack 
actions) is the attacker willing to pursue the goal before s/he 
gives up. This apparently depends – among others – on the 
attacker’s budget. 

TABLE I.   BASELINE SUCCESS PROBABILITIES OF ATTACK ACTIONS 

WITHOUT SPECIFIC DEFENSE ACTIONS 

Reconnaissance actions Success probability 
Scan system 0,7 
Vulnerability scan 0,6 
Discovery scan 0,7 
Collect user info 0,7 
Search victim website 0,7 
Hijack external account  0,3 
Pretexting 0,7 
Initial access actions  
Exploit bug (for access) 0,4 
Remote access 0,5 
Brute force password 0,4 
Execution actions  
Search network shares 0,6 
Search local files 0,6 
Steal local data 0,4 
Steal network share data 0,4 

 

B. Formalization 

The DTMDP constructed for the scenario contains one initial 
state, two final states (attack successful and attack failed), and a 
set of intermediate states; three states (including the initial state) 
mark non-deterministic choices of the attacker. State transitions 
can be of two types: either they represent an attacker action (so-
called action transitions) or they represent the outcome of the 
previous action (success or failure transitions). These transition 
types occur alternatingly: from a state reached by an action 
transition, only a success and a failure transition lead to another 
state.  

A success transition leads to the next state of the kill chain, 
and a failure transition leads back to a state, where either the 
failed action can be repeated or another action might be chosen 
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non-deterministically. The choice between success and failure 
transition is controlled by the success probability pa of the 
previous action transition.  

The DTMDP has three levels according to the three attack 
stages Reconnaissance – Initial Access – Execution. A level can 
be entered only if the preceding level was completed 
successfully. In the first level – Reconnaissance – the attacker 
can either scan the victim’s system for possibilities to enter (e.g. 
a vulnerability) or try to hijack an existing account to harvest the 
necessary information for the next level. If successful, the 
attacker enters the next level – Initial Access – where s/he must 
try to access the system based on the information gained during 
Reconnaissance: by exploiting a vulnerability or by either using 
collected access information or by brute forcing. If successful 
the attacker enters the third level – Execution – where s/he tries 
to steal the desired data. 

The function C defines the consequences of a state transition: 
At transitions labeled with an action the initiative of the attacker 
is reduced by 1. If the attacker’s initiative is exhausted (it 
reaches a value of 0) and the attacker’s goal has not been 
achieved so far, the DTMDP goes to the final state “attack 
failed”. At certain success transitions the damage level of the 
attacked system may increase. If the damage level defined as the 
attacker’s goal reaches the value of 3 (that means he has 
successfully downloaded all files), the attack is successful, and 
this leads to the final state “attack successful”. For failure 
transitions no consequences are defined. 

C. Results and Discussion 

Having defined the DTMDP and implemented it in the tool 
(PRISM) we can now define simple temporal propositions in 
PRISM’s language to calculate the minimum and maximum 
success probabilities of the attacker.  

 Pmin =  F state = AttSuccess () 

 Pmax =  F state = AttSuccess () 

This states that the minimal (1) and the maximal (2) 
probability P, such that the DTMDP finally (F) ends up in state 
AttSuccess, should be computed. Table 2 shows the results of 
the analysis for the example in case of a non-specific baseline 
defense level of the victim with two different values for the 
attacker’s initiative (20 and 50 indicating that the attacker will 
lose interest and will quit his activities after executing 20 or 50 
attack actions without reaching her/his goal).  

TABLE II.  MAXIMUM AND MINIMUM SUCCESS PROBABILITIES OF 

ATTACKS WITH LOW DEFENSE FOR INITIATIVE I = 20 AND I = 50 

Low Defense Level 
Attacker Initiative 

I = 20 I = 50 

Min success probability 0,66443 0,99385 

Max success probability 0,79653 0,99952 

 

 

From table 2 one can see that there is a significant difference 
in the overall success probability of an attack depending on the 

attacker’s initiative. Setting a reasonable value for the initiative 
is not simple as we usually do not know anything about the 
attacker’s motivation and background. One can predict the 
attacker’s initiative a bit more substantially by considering 
her/his supposed budget: time invested in an attack is connected 
with the available budget of an attacker and that can be related 
to the value the stolen data might have for the attacker. 

If the victim now decides to encrypt locally stored data as 
well as data on network shares, we can calculate the effect of 
this measure on the overall success probability of the attacker in 
the defined scenario. To this end we must adjust the success 
probabilities of the two attacker actions “steal local data” and 
“steal network share data“ from 0.4 to 0.05. Rerunning the 
model checker with the adjusted success probabilities yields the 
result in Table 3, again for the two different values of the 
attacker’s initiative (20 and 50). 

TABLE III.  TABLE 3: MAXIMUM AND MINIMUM SUCCESS PROBABILITIES 

OF ATTACKS WITH ENCRYPTED DATA FOR INITIATIVE I = 20 AND I = 50 

Encrypted data 
Attacker Initiative 

I = 20 I = 50 

Min success probability 0,06239 0, 53483 

Max success probability 0, 08090 0, 57682 

 

We see a dramatic reduction in the attacker’s success 
probability. Nevertheless, if the attacker is more motivated and 
tries harder, he raises his chances. 

We could now do the same with another defense measure 
instead, say limiting the logon attempts to impede brute force 
password attacks. We reset the success probabilities of the two 
data stealing actions to 0.4 and reduce the success probability of 
the brute force password action from 0.4 to 0.01 and then redo 
the scenario calculation. The results are shown in Table 4. 

TABLE IV.   MAXIMUM AND MINIMUM SUCCESS PROBABILITIES OF 

ATTACKS WITH LIMITED LOGON ATTEMPTS FOR INITIATIVE I = 20 AND I = 50 

Limited Logon Attempts 
Attacker Initiative 

I = 20 I = 50 

Min success probability 0, 00086347 0, 0038225 

Max success probability 0, 79653 0, 99952 

 

Here we see an interesting effect: the difference between 
minimum and maximum overall success probabilities is much 
larger than in the other scenario with the encrypted data. While 
the minimum success probability is very low, the maximum 
probability did not change at all and has the same value as in the 
situation without the limitation of logon attempts (see Tables 2). 
This is due to the fact, that password brute forcing is only one 
(out of three) possibilities to access the system. So the minimum 
success probability reflects a situation where the attacker tries to 
access the system only by using password brute forcing. In this 
situation the limiting of logon attempts is an effective way to 
impede the attacker, as is reflected in the minimum probability. 
But as password brute forcing is not the only way to access the 
victim’ system, as there are other ways to achieve this, too (e.g. 
exploiting a vulnerability or using a legitimate access), the 
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maximum success probabilities are the same as in the case of no 
specific defense in place, because these other ways are not 
impeded by just limiting the number of false logons. In the 
alternative scenario, where data encryption was implemented as 
defense measure, the attacker had no alternative way: stealing 
(downloading) the data is the only way to achieve the goal. 

From the results of the scenario calculations a security 
manager gets quantified information about the consequences of 
specific defense measures on the overall success probability of 
the attacker in this scenario. This will give her/him more insight 
into the security level of her/his system and will be a valuable 
decision support for selecting appropriate security controls 
within a given budget. 

If the defender is interested in the impact the attacker’s 
activities inflict on the defender, too, the propositions can be 
modified accordingly. The states of the model that increment a 
damage level can be defined as the attacker’s “reward”. If e.g. 
the state that increments the confidentiality damage level from 0 
to 1 is called ConfDam1, then a proposition to calculate the 
minimum probability that such damage is inflicted would be: 

 Pmin =  F state = ConfDam () 

Sometimes security managers are faced with the assessment 
of the impact of sets of defense measures (as opposed to single 
measures only). The necessary extension of the method for this 
requirement is straight forward 

VI. CONCLUSION AND FUTURE WORK  

The goal of this project is to support tactical threat analysis 
by introducing strictly mathematical methods, which can be 
used to produce quantitative information about the success 
probabilities of attackers in certain scenarios. This is 
accomplished by using formal methods, namely DTMDPs and 
probabilistic model checking. To keep the analysis as close to 
practice as possible we collected attack actions from accepted 
data sources and vocabularies combining them to a 
comprehensive list of 173 different attack actions, subdivided in 
the phases Reconnaissance, Initial Access, and Execution. These 
actions can be put together to construct scenarios relevant for the 
situation analyzed. The scenario is then formally modelled as a 
DTMDP, which is implemented in a model checking tool, 
rendering possible a mathematically strict analysis of the 
success probability of the attacker in this scenario 

For analyzing different situations one can vary the defense 
level of the victim. The defense level is characterized as a set of 
success probabilities for the attack actions. An implemented 
defense action decreases the success probabilities of certain 
attack actions. For different defense levels (with different 
defense actions in place) maximum and minimum overall 
success probabilities of the attack can be computed. The results 
will give valuable hints on the consequences of various security 
investments. Taking into account the costs of these investments 
one gets a quantified measure of the relationship between the 
security costs of certain defense activities and their 
consequences on the overall security of the system in terms of 
attacker success probabilities for specific attack scenarios. This 

yields a quantitative basis for decisions on security investments 
and will help to make sure to spend the security budget wisely. 

The main problems when using this method in a real world 
setting are the assumptions the security manager must make 
about the potential unknown attacker: his/her skill level and 
initiative. If no information about the attacker is available, one 
can play around with the tool – simulating attackers with 
different skill level and different initiative. As can be seen from 
the example above, especially the attacker’s initiative (maybe a 
result of his/her budget) has a relevant impact on the overall 
success probabilities of an attack. The attacker’s skill level on 
the other hand influences mainly the available attack actions, 
which will requires more sophisticated defense actions (which 
depend on the skill level and the budget of the defender). 

Future work includes real costs of defense as well as attack 
actions to bring the scenarios even closer to practice. 
Furthermore, the definition of a set of predefined typical attack 
scenarios would greatly facilitate tactic threat analysis for 
practitioners. 
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