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Understanding the factors that drive and hinder technology adoption is critical for companies that try to access 
customer segments or governmental agencies that want to foster economic, ecological, or social change. By 
assessing the technological readiness of customer groups, common and individual barriers or opportunities 
for technology adoption can be observed and translated into technological requirements, business strategies, 
or policy interventions. Current approaches to assessing such barriers do not provide information on which 
factors influence technological readiness more than others, limiting the prioritization of targeted technological or 
political interventions. This research introduces an Explainable Machine Learning (XAI) approach to overcome 
this limitation. It exemplifies its usability for the Precision Livestock Farming domain, particularly for smart 
technologies incorporating novel advances in Artificial Intelligence and Internet of Things. A random forest 
machine learning model is introduced to identify clusters of different farmers’ technological readiness based 
on the available features (survey questions). XAI techniques are then deployed to understand the influence 
of individual features on the prediction outcome, highlighting factors that increase or decrease technological 
readiness of farmers. The results are assessed for their potential for requirement and business analysis while 
providing targeted suggestions for technology design.

1. Introduction

Precision Livestock Farming (PLF) technologies have the potential 
to enhance productivity, improve animal welfare, and reduce environ-
mental impacts of farming practices [32,41,33,25,16]. They incorporate 
novel technologies such as Artificial Intelligence (AI), Digital Twins, or 
connected sensor technologies (IoT), enabling considerable advances in 
the monitoring and management of livestock [3]. Hereby, AI and Ma-
chine Learning are considered to be the most critical and influential 
technologies in the next years and decades for PLF use-cases [50–52]. 
However, the successful implementation of these technologies largely 
depends on farmers’ readiness and willingness to integrate them into 
their operational procedures. Therefore, finding approaches for formu-
lating technology design and business strategies to overcome current 
barriers to technology adoption (attitudes, infrastructure environment, 
etc.) is critical for providing a sustainable impact [47]. Previous re-
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search has primarily focused on traditional statistical methods to as-
sess these barriers [34,38,35–37,39,40], without being able to capture 
the complex dynamics that drive and hinder technology adoption. Tra-
ditional statistical analyses typically rely on predefined assumptions 
about data distribution (normality) or independence among variables 
[11,12]. These assumptions are often not met in real-world applica-
tions as individual attitudes, social and environmental influences, and 
technological attributes often influence each other in a dynamic way. 
High-dimensional and non-linear data further limits the ability of such 
methods to assess the influence of individual variables on the predic-
tion outcome [6], which is essential for understanding barriers at the 
individual level. They also do not allow for scenario analysis, showing 
how feature changes might impact cluster assignments. These aspects 
are particularly critical to assessing individual characteristics’ influence 
on the model outcome and, therefore, for creating targeted and data-
driven policies and strategies.
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This study aims to fill this gap by applying machine learning and 
Explainable Artificial Intelligence (XAI) techniques. These techniques 
capture complex, non-linear interactions between features that might 
be missed by traditional statistical methods without predefined assump-
tions about linearity, independence, or distribution. To exemplify this, 
this study analyzes different clusters of technological readiness as a 
proxy to investigate the associated barriers to technology adoption. 
These clusters will be used to train a machine learning model to predict 
cluster association based on survey questions while using Explainable AI 
techniques to understand the resulting models. Thereby, the introduced 
techniques capture connections between the survey questions and their 
influence on technological readiness, highlighting features that are pri-
marily responsible for increasing or limiting technology adoption. The 
benefits of Explainable AI techniques for identifying barriers will be ex-
emplified through a requirement and market analysis process and trans-
lated to potential technology design or business strategies (Fig. 1). In 
doing so, the following research questions will be assessed in this article:

• To what extent are Explainable AI methods suitable to identify bar-
riers and opportunities influencing technology adoption?

• To what extent can a dynamic requirement analysis approach 
through Explainable AI support PLF developers in their technology 
design?

• To what extent can a dynamic market analysis approach through 
Explainable AI support PLF providers to increase their market ac-
cess?

2. Related work

User attitudes in precision livestock farming have been studied by 
large through surveys and statistical analyses, with research presenting a 
range of factors that influence technology adoption, including economic, 
socio-demographic, ethical, and institutional aspects [46,4,34–40]. A re-
cent literature review [3] of barriers to smart farming technologies high-
lighted hereby that the high implementation costs, resistance to new 
technologies, and lack of necessary infrastructure hinder widespread 
adoption among small-scale and developing farms. As machine learn-
ing and AI are some of the most prominent technologies for precision 
livestock farming, another literature review [42] summarized the con-
straints of such technologies for sustainable integration in farms, point-
ing out the importance of maintainability, reliability, and the integration 
of specialized knowledge.

However, the analysis of such barriers is mostly done through sur-
veys and interviews, combined with a statistical analysis afterward. 
These approaches only provide a static picture of attitudes toward smart 
farming technologies, lacking a description of which factors actually 
drive technology adoption or serve as fundamental barriers compared 
to minor issues that hinder technology implementation. In this regard, 
prior research by Mallinger et al. [1] first analyzed the most impor-
tant features that distinguish three clusters of technological readiness 
using a machine learning approach. The authors used a k-means ap-
proach and several validation methods (e.g., distance metrics, principal 
component analysis, focus group, and supervised machine learning) to 
find meaningful clusters of technological readiness. By using these clus-
ters as labels, they showed that tree-based machine learning algorithms 
can be used to highlight attributes that separate the clusters well from 
each other. This information can be used to find attributes that are gen-
erally important to include when assessing technological readiness in 
surveys. However, this information only describes the overall impor-
tance of the features but cannot explain what attributes describe and 
influence individual cluster affiliation. Novel methods must be found to 
assess how individual attributes positively or negatively influence tech-
nological readiness in order to find targeted strategies for technology or 
policy design.

From the perspectives of technology developers and engineers, lim-
ited knowledge is available on improving requirement analysis and 

defining critical technological functionalities for individual market seg-
ments. Kim et al. [43] investigated the use of a KANO matrix for require-
ment analysis, using technological readiness as a proxy for technology 
adoption and categorizing the user groups between conservative and 
early adopters. Considering the use of novel technologies to improve the 
requirement engineering process, there has been some research about 
the utilization of natural language processing. Zhao et al. [44] provides 
an overview of the latest research in this field, particularly for natural 
language processing techniques that enable the processing of require-
ment documents. As mentioned above, research predominately cap-
tures a broad spectrum of attributes (e.g., economic, socio-demographic, 
ethical) when assessing barriers to technology adoption. Most of the 
studies include technological aspects (e.g., data privacy, system com-
patibility, usability of data) [13–15] as one of many aspects in their 
assessment. While some research focused particularly on economic or 
socio-demographic variables [17], there is a lack of studies that assess 
specific technological and market attributes that technology providers 
can directly influence, making it difficult for them to identify actionable 
areas for improvement.

Furthermore, to the author’s knowledge, there is no published re-
search on how to utilize Explainable AI techniques to analyze the dy-
namics and importance of individual features for technology adoption 
and the definition of technological requirements, let alone for the Preci-
sion Livestock Farming technology domain. In order to do so, the authors 
use the validated clusters by Mallinger et al. [1], which was described 
above, as a basis for applying Explainable Artificial Intelligence (XAI) 
techniques to assess the influence of certain attributes on cluster affili-
ation.

3. Materials and methods

3.1. Survey and data

This study builds on the collected survey data comprising 20 ques-
tions of the LivestockSense project1. 266 farms across multiple countries 
in the European Union (such as Sweden, Hungary, Denmark, Poland, 
etc.) and the Middle East (Israel) have been integrated into this study, 
in which 121 samples are from the pig and 145 samples from the poul-
try industry [4]. The questions were designed to capture information 
about existing infrastructure and attitudes toward smart devices/tech-
nologies used in smart farming practices. The survey design incorporates 
various perspectives to link responses with technological readiness and 
technology adoption. These perspectives include the availability of in-
frastructure (as addressed in question blocks 1, 2, and 6), the general 
presence of expert knowledge and market accessibility of PLF tech-
nologies (covered in question block 4), as well as the mindset of PLF 
technology users towards their capacities, which is reflected in question 
blocks 3 and 5. Sub-questions were combined into a single feature, with 
responses evaluated on either a 5-point, 4-point, or 3-point scale to re-
flect the degree of agreement with the statement. For instance, a rating 
of 1 corresponded to “Strongly disagree,” while a rating of 5 indicated 
“Strongly agree.” The full list of questions included in the analysis is pro-
vided in Table A.2. The general description of the project was published 
recently [45].

3.2. Clustering of technological readiness

The clustering as described in [1] was conducted with a k-means 
approach. The algorithm takes a set of measurements, where each ob-
servation is an n-dimensional vector, and partitions them into k clusters 
(where 𝑘 ≤ 𝑛, n representing the total farms contained in the survey) 
based on their similarity [24]. Two and three different clusters have 

1 https://livestocksense .eu/.

https://livestocksense.eu/
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Fig. 1. Research design as described in this article. The chapters of this article are structured following this process.

been evaluated in this study and associated with technological readi-
ness toward precision livestock farming technologies. Several steps have 
been taken to validate the clusters, such as distance metrics, principal 
component analysis, focus groups, and the prediction of clusters through 
a decision tree. The present article will only analyze the three cluster sce-
nario (technologically ready, partially ready, not ready), as we are inter-
ested in identifying user requirements for farmers who are neither fully 
“ready” nor “not ready” to integrate such technologies, as these repre-
sent a rather volatile market segment that could be easier expanded on.

As stated in the prior study [1], the clusters highlight perspectives 
that represent potential barriers to technology adoption, including avail-
able infrastructure, access to information, and economic embedding. 
The identified clusters are:

• Cluster 1, Not ready: This subset includes farmers with limited 
on-site infrastructure availability and limited market accessibility. 
They tend to question the positive environmental and economic po-
tential, display low levels of trust for smart farming technologies, 
lack proper education to use such technologies, and critically view 
their maintainability, operability, and interoperability. This cluster 
is also the largest group that doesn’t have any smart farming devices 
incorporated into their farm. It represents an untapped market seg-
ment with several barriers to technology integration that need to be 
overcome in order to gain access to and utilize such technologies.

• Cluster 2, Partially Ready: This group displays the highest diver-
sity in infrastructure availability, presence of expert knowledge, 
market access, and mental attitudes towards PLF technologies. 
There is a tendency for answers in the mid-range, neither being 
overly convinced nor particularly critical of PLF technologies. How-
ever, this group also shares some aspects with the “not ready” and 
“ready” group. For example, the infrastructure availability and level 
of farm automation are similar to the “Not ready” group. However, 
their positive attitude towards its potential positive impact is more 
similar to that of the “ready” group. This diversity of answer ranges 
is also visible in Fig. 3. There, one can see that this group is equally 
distributed between people who already have such technologies, 
don’t have them but plan to buy them, or don’t have them. This 
cluster can be considered the most accessible market segment to 
increase one’s market share, as they often display positive attitudes 
towards such technologies but need targeted support for individual 
barriers to technology adoption.

• Cluster 3, Ready: This subset represents farmers with adequate on-
site infrastructure availability, easy market accessibility, and people 
that tend to support the positive environmental and economic po-
tential, display high levels of trust for smart farming technologies, 
have access to proper education to use such technologies and posi-
tively view their maintainability, operability, and interoperability. 
This cluster is also the biggest subgroup of people who have already 

bought smart technologies and the second biggest group planning 
to acquire any. Therefore, this cluster is the primary customer seg-
ment for vendors and developers that don’t need much convincing 
to buy such technologies. However, some barriers remain that can 
be further improved regarding technology adoption.

To further validate the cluster coherence and validity, we deploy dis-
tance metrics and dimension reduction techniques. The distance metrics 
are as follows:

• Renyi’s Cross Information Potential (rCIP): Renyi’s Cross Infor-
mation Potential is a metric derived from Renyi’s entropy [7], used 
to measure the separability and internal coherence of clusters in 
a dataset [5]. This metric is calculated by estimating the informa-
tion potential of each cluster, which reflects the distribution density 
and compactness of points within clusters. Lower values of rCIP in-
dicate better-defined clusters, where data points within each cluster 
are closer to each other and more distinct from points in other clus-
ters. The Renyi’s Cross Information Potential (rCIP) between two 
clusters 𝑖 and 𝑗, each represented by their mean vectors 𝑐𝑖 and 𝑐𝑗
and covariance matrices Σ𝑖 and Σ𝑗 , is defined as:

rCIP𝑖,𝑗 =
1√

(2𝜋)𝑑 |Σ𝑖 +Σ𝑗 | exp
(
−1
2
(𝑐𝑖 − .𝑐𝑗 )𝑇 (Σ𝑖 +Σ𝑗 )−1(𝑐𝑖 − 𝑐𝑗 )

)

where:
– 𝑐𝑖 and 𝑐𝑗 are the mean vectors (centers) of clusters 𝑖 and 𝑗, re-

spectively,
– Σ𝑖 and Σ𝑗 are the covariance matrices of clusters 𝑖 and 𝑗,
– 𝑑 is the dimensionality of the data.
The overall rCIP criterion value for a set of clusters is then calcu-
lated as the sum of pairwise rCIP values between all clusters:

rCIP =
𝑛−1∑
𝑖=1

𝑛∑
𝑗=𝑖+1

rCIP𝑖,𝑗

where 𝑛 is the total number of clusters. This formulation captures 
the degree of overlap between clusters, with lower values indicat-
ing better separation and compactness. A lower rCIP score signifies 
more cohesive clusters with minimal overlap, suggesting that the 
clusters effectively represent distinct groups within the data.

• WB Index: The WB Index is a cluster validation metric that com-
bines within-cluster compactness (W) and between-cluster separa-
tion (B) to assess the clustering structure [8]. It is computed as the 
ratio of the sum of within-cluster distances to the sum of between-
cluster distances. For 𝑘 clusters, the WB Index is defined as:

WB Index =
∑𝑘

𝑖=1
∑

𝑥∈𝐶𝑖
‖𝑥− 𝜇𝑖‖∑𝑘

𝑖=1
∑𝑘

𝑗=𝑖+1 ‖𝜇𝑖 − 𝜇𝑗‖
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where 𝐶𝑖 is the 𝑖-th cluster, 𝜇𝑖 is the centroid of 𝐶𝑖, 𝑥 represents 
a data point in 𝐶𝑖, and ‖ ⋅ ‖ denotes the Euclidean distance. Lower 
values of the WB Index indicate a better balance of compact and 
well-separated clusters.

For visualizing the clustering results, we employ Uniform Manifold 
Approximation and Projection (UMAP) [9], a nonlinear dimensionality 
reduction technique that projects high-dimensional data into a lower-
dimensional space while preserving the local and global structure of 
the data. UMAP is particularly useful for understanding the spatial dis-
tribution and separability of clusters in a more interpretable two- or 
three-dimensional space.

UMAP operates based on two main principles: constructing a 
weighted graph that captures the local relationships between data points 
in the high-dimensional space, and then optimizing a low-dimensional 
layout to maintain those relationships. Given a high-dimensional dataset 
{𝑥𝑖}𝑁𝑖=1 and a lower-dimensional projection {𝑦𝑖}𝑁𝑖=1, UMAP aims to min-
imize the following cross-entropy objective function:

UMAP =
∑
𝑖≠𝑗

[
𝑤𝑖𝑗 log

(
𝑤𝑖𝑗

𝑑𝑖𝑗

)
+ (1 −𝑤𝑖𝑗 ) log

(1 −𝑤𝑖𝑗

1 − 𝑑𝑖𝑗

)]

where:

• 𝑤𝑖𝑗 represents the probability of a connection between points 𝑥𝑖
and 𝑥𝑗 in the high-dimensional space, capturing the local similarity 
based on their distance.

• 𝑑𝑖𝑗 denotes the corresponding probability of connection in the 
lower-dimensional space, based on the Euclidean distance between 
their projections 𝑦𝑖 and 𝑦𝑗 .

This objective function is optimized to ensure that points that 
are close in the high-dimensional space remain close in the lower-
dimensional space, while distant points are also kept apart. The resulting 
UMAP projections allow us to visually assess the cluster distribution and 
separability in a more interpretable form.

3.3. Modeling

This research used a combination of machine learning models and 
explainability techniques to assess user readiness for technology adop-
tion. First, we utilized a series of unsupervised and supervised machine 
learning models to predict user readiness levels based on the clusters es-
tablished by [1]. In the next step, the dynamic of the regression model 
was further analyzed using Explainable AI techniques to determine the 
contribution of each feature to the predictions.

Supervised Machine Learning: For the machine learning predic-
tion, a Random Forest Regressor was used. This ensemble learning tech-
nique constructs multiple decision trees during training and returns the 
mean prediction of the individual trees to improve predictive accuracy 
and reduce overfitting. The scikit-learn library is chosen for the imple-
mentation of this method.

The classification performance of the regression model was mea-
sured on a 75%/25% train-test split for a rounded version of the pre-
dicted values. The predicted values were rounded by splitting the range 
[0, 2] into three equal intervals corresponding to the classes. The ranges 
of the classes are set to 0-0.66 for the “not ready” group, 0.67-1.33 for 
the “partially ready” group, and 1.34-2 for the “ready” group. The model 
was evaluated using precision, recall, and F1-score, as well as the macro 
averages of these metrics and accuracy to assess overall performance 
across all classes.

Precision: Precision per class shows how many of the predicted pos-
itive cases for a specific class are actually correct. It is calculated as:

Precision𝑖 =
True Positives𝑖

True Positives𝑖 + False Positives𝑖
(1)

Recall (Sensitivity): Recall per class indicates how many of the 
actual positive cases for a specific class were correctly predicted. It is 
calculated as:

Recall𝑖 =
True Positives𝑖

True Positives𝑖 + False Negatives𝑖
(2)

F1-Score: The F1-score per class is the harmonic mean of precision 
and recall, balancing the two metrics. This considers class imbalances:

F1-Score𝑖 = 2 ×
Precision𝑖 × Recall𝑖
Precision𝑖 + Recall𝑖

(3)

Overall Accuracy: The overall accuracy is calculated as the number 
of correct predictions (sum of true positives and true negatives) divided 
by the total number of predictions. It is given as:

Accuracy

=
True Positives + True Negatives

True Positives + True Negatives + False Positives + False Negatives
(4)

Explainable Artificial Intelligence: After this modeling process, 
several tools in the area of Explainable Artificial Intelligence (XAI) are 
deployed to analyze the dynamic of the model:

• Partial Dependence Plots (PDP): show the effect of a single fea-
ture on the predicted outcome of a model, averaging out the effects 
of all other features [48]. The average influence of a farmer’s char-
acteristics can give valuable insights into how individual features 
influence the whole study population. Such an analysis is particu-
larly interesting if one wants to find requirements that are impor-
tant for all subgroups.

• Individual Conditional Expectation (ICE) Plots: are an extension 
of PDPs that display the relationship between the feature and the 
prediction for individual instances, highlighting the variability of 
the prediction across the feature’s values [49]. Therefore, ICE plots 
are particularly valuable for analyzing farmers’ key characteristics 
that influence cluster association. By defining different clusters of 
readiness, one can observe which characteristics might be key en-
ablers that increase the overall readiness level of individuals as well 
as cluster subgroups.

• SHapley Additive exPlanations (SHAP): explain the prediction of 
an instance by computing the contribution of each feature to the 
prediction [21]. These values can be viewed per individual pre-
diction and can give detailed insights into individual subgroups’ 
needs or barriers. However, due to the global settings of SHAP, one 
can also aggregate the results into subgroups, enabling accumulated 
analysis of important features influencing readiness for technology 
integration.

• Local Interpretable Model-agnostic Explanations (LIME): ex-
plain individual predictions by approximating the local decision 
boundary of any classifier with an interpretable model [22]. It helps 
in understanding why a model made a specific prediction, similar 
to Shapley values. By sampling individual LIME values within a 
subgroup, one can detect common patterns that support or hinder 
technology integration.

3.4. Requirement analysis and market research

Requirement analysis is a systematic process to identify and doc-
ument the essential requirements of a technology, system, or project. 
It involves analyzing and validating the needs and constraints of vari-
ous stakeholders to ensure the final product meets its intended purpose 
[2]. This process is part of business analysis, serving as the founda-
tion for designing, developing, and implementing effective technologies 
and solutions [18]. The requirement analysis process comprises sev-
eral subparts, including stakeholder analysis, requirements elicitation, 
requirements specification, and requirements validation [10]. Each of 
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these steps plays a crucial role in understanding the business potential, 
capturing detailed requirements, and ensuring that the final solution 
aligns with consumer expectations [20]. Closely related to this and also 
part of the business analysis process is the market research. This process 
incorporates research to identify potential market segments by under-
standing the market conditions, competitive landscape, and customer 
needs.

Understanding barriers to technology adoption for subgroups or even 
individuals can help producers expand their consumer base by leverag-
ing the readiness of farmers to integrate and use smart technologies. 
Because of this, the survey and clusters were designed to capture in-
formation about existing infrastructure and attitudes toward smart de-
vices/technologies in farming practices that the technology providers 
directly or indirectly influence. By identifying user qualities associated 
with different readiness levels and features responsible for increasing or 
limiting technology adoption, targeted interventions can be taken to im-
prove requirement analysis and, ultimately, product designs and market 
strategies.

To enhance processes of requirement analysis and market research, 
we propose the utilization of Explainable Artificial Intelligence (XAI) 
techniques, including SHAP (SHapley Additive exPlanations) [21], LIME 
(Local Interpretable Model-agnostic Explanations) [22], and Partial De-
pendence Plots (PDP) [23]. These techniques offer insights into how 
individual factors, extracted from survey questions, influence the over-
all technological readiness of users as well as their barriers to technology 
adoption. By applying these XAI methods (see further information in 
Section 3.3), we create a dynamic toolset for requirement analysis and 
market research that reveals the underlying drivers and barriers of tech-
nological readiness for specific subgroups and highlights key factors that 
need to be addressed to enhance market adoption, product acceptance, 
and technology integration.

4. Results

4.1. Clustering and predictive modeling

Next to the validation from [1], we extend the analysis of the cluster 
validity by cluster distance metrics and the visual validity check exe-
cuted through UMAP (see description in 3.2). As can be seen in Fig. 4, 
the two and three-cluster solutions are the strongest candidates for the 
given data set. Fig. 3a shows the Renyi index in which lower values 
indicate better-defined clusters with higher internal similarity and sep-
aration from other clusters. The rCIP is minimized for the two-cluster 
solution, while the three-cluster configuration is the second best with 
marginally higher values. On the other hand, the WB Index reaches a 
minimum at three clusters (lower is better), indicating optimal sepa-
ration and cohesion for this clustering configuration. This suggests that 
the three-cluster model best balances the trade-off between intra-cluster 
similarity and inter-cluster distinction, further validating the conceptual 
categorization into three readiness levels. Based on the two distance 
metrics, we can identify the three-cluster solution as a suitable candi-
date for further analysis. As similarly argued in [1], this is done to assess 
the attributes of different readiness attributes in more detail, with a par-
ticular focus on people that are neither fully ready or not ready. This 
increases the possibility for more targeted interventions.

Next, we evaluate the three-cluster solution with a UMAP approach, 
which transforms the multidimensional vector space (every question 
represents a vector/dimension) into a two- and three-dimensional ob-
ject. This allows us to assess the cluster distribution visually. Fig. 2
illustrates the three clusters of technological readiness, with the partially 
ready category positioned between the ready and not ready categories, 
suggesting a chronological progression. The visualization clearly shows 
the distinct separation between clusters, with a larger grouping in the 
middle of the plot and two smaller groups at the top and bottom. Further 
visualizations of this clustering can be found in the Annex (Figs. C.10, 
C.11).

Fig. 2. Three-dimensional UMAP projection illustrating clusters of technological 
readiness among participants. The clusters are color-coded to indicate different 
readiness levels: “Not Ready” (blue), “Partially Ready” (orange), and “Ready” 
(green). Each point represents an individual respondent, and the spatial arrange-
ment reflects the similarity between responses in a high-dimensional feature 
space, reduced to three dimensions for visualization. The UMAP projection uses 
Euclidean distance, with 20 neighbors and a minimum distance of 0.1.

To further validate the cluster validity and the respective interpre-
tations resulting from them, we compare the three clusters with the 
distribution of a subquestion within the survey (“Do you use smart de-
vices at the farm you represent?”). The idea behind this comparison is 
that clusters of technology-ready people should have a higher tendency 
to have or plan to integrate smart devices instead of people that have 
a less favorable attitude/environment to integrate them. On the other 
hand, people who display challenges of technology adoption should be 
particularly present in the segment of answers that don’t buy such a tech-
nology. However, it is possible that people with limited environmental 
functionality and critical perspectives towards smart technologies still 
own or intend to buy smart technologies and vice versa (e.g., technology 
was bought by someone else, shared, or inherited).

As displayed in Fig. 3, it can be seen that the majority group of people 
that implemented smart technologies already are in the cluster segment 
“ready” and “partially ready”. On the contrary, people that have an-
swered that they don’t have any technology are mostly in the category 
“not ready”. People who answered that they don’t have any smart PLF 
technologies yet but plan to buy some show a relative equal distribution 
of attitudes and predispositions towards technologies. This mapping of 
answers and clusters further strengthens cluster validity, which is crucial 
for the dynamic analysis of user attitudes and their use for requirement 
analysis in Section 3.4 and 4. Further statistical information about the 
distributions of answers can be found in Table B.3.

The random forest model in this experiment predicted the three dif-
ferent classes of clusters based on the survey question results, obtaining 
an accuracy and recall of 81 percent. The classifier’s precision averaged 
at 84 percent, indicating that the model predicts outcomes with high 
consistency or little variability (see Table 1. In comparison, the base-
line prediction, if we would choose one class randomly, is 33 percent 
accuracy. These results indicate that the random forest model provides 
a stable basis for analyzing the relationship between individual farmer 
attitudes in the survey and the associated clusters. For this analysis, we 
deploy three different Explainable AI techniques, as described in Sec-
tion 3.3 and structure the following subchapters accordingly based on 
these techniques.

4.2. Explainable AI analysis

After validating the clusters and the machine learning model, we an-
alyze the behavior of the deployed random forest model. For this, several 
Explainable AI methods (ICE, PDP, SHAP, and LIME) are integrated to 
highlight the influence of individual features (survey questions) on the 
prediction outcome (technological readiness) of the model.
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Fig. 3. Clusters within each question category. The values represent the normal-
ized distribution of answers based on cluster size.

Table 1

Performance metrics for the random forest model predicting 
technological readiness: per-class and macro average.

Class Precision Recall F1-Score Support

Not Ready 0.93 0.68 0.79 19
Partially Ready 0.77 0.82 0.79 28
Ready 0.83 0.95 0.88 20
Macro Average 0.84 0.82 0.82 67

4.2.1. ICE and PDP - simulating the influence of features on the prediction 
outcome

Fig. 5 summarizes the Individual Conditional Expectations (ICE) and 
Partial Dependence Plots (PDP) for all questions individually in one plot. 
The ICE simulates the impact on the model’s prediction if the individual 
question is answered differently per farmer while the other attributes 
stay constant. PDP, on the other side, assesses the average impact of 
changing one variable and keeping the other features constant over 
all samples (farmers). Therefore, each blue line represents one farmer 
whose readiness level increases or decreases if that attitude or environ-
mental factor is changed. Based on this, one can analyze factors that 
significantly impact the model output or separate the clusters well from 
each other. Interpreting these changes helps to identify which factors 
are associated with different levels of technological readiness (clusters). 
The plots also indicate which factors serve as fundamental attributes 
in increasing the technological readiness of farmers to the next cluster 
group (such as that access to information is an important preliminary to 
understanding the benefits of such technologies). Thereby, the ICE and 
PDP plots enable us to directly isolate complex dynamics between the 
feature and their effect on individual readiness as well as per clusters or 
overall user base.

In this context, Fig. 5 indicates several different questions that in-
fluence the association to different levels of technological readiness. 
Chronologically, the first question that visibly influences the cluster as-
sociation is within question block 3, which assesses the attitude towards 
precision livestock farming technologies. Here, for question 3a (Tech 
helps labor shortage), a slow increase is observable in the “not ready” 
cluster at the bottom of that subplot between 3 and 5. Still, an even 
sharper increase of technological readiness can be seen between the 
“partially ready” and “ready” clusters. One can observe a continuous 
increase from the middle section until the top of the subplot, starting 
from 2 until 5. This indicates that the ability to automate farms is an 
important factor for people who intend to acquire precision livestock 
farming equipment. As the groups with a prediction of 1 and higher 
(y-axis) are particularly associated with groups of people that consider 

buying PLF technologies, this could be a critical focus to expand one’s 
product lines and market shares.

Similar to question 3a, question 3d (Tech helps to meet environmen-
tal pollution reduction obligations) displays a sharp increase between 
2 and 3 and between 4 and 5. People considered more technologically 
ready agree that such technologies are important for managing envi-
ronmental dynamics on their farms (e.g., CO2 or NH4 monitoring). For 
some farmers that have been considered on the top end (y-axis) of the 
“partially ready” cluster (between 0.7 and 1.3), this attitude is consid-
ered to be an important factor in trusting the technology and potentially 
integrating them into their farm, but less so for the “not ready” group.

One can also observe an increase in the prediction outcome for 
question 3e (Technology enables the increase production effectiveness), 
particularly between 2 and 4. Although most farmers stay within their 
respective cluster boundaries, we can observe four blue lines that jump 
between the groups.

Within the attitude block, the last question that displays an effect 
on the model is question 3h (Technology provides information in a 
real-time manner). This question has a lesser effect than the first two 
questions in this block but still has some influence on individual farm-
ers. For three farmers in this survey, an increase in this attitude would 
have resulted in being classified in the next higher cluster. Further anal-
ysis of these samples with statistical and Explainable AI techniques will 
perhaps show further important attributes as to why these farmers con-
sider this functionality important or if other factors have a higher effect 
on their association with the individual clusters.

Question block 4 displays the overall presence of expert knowledge 
and market access to PLF technologies. Within this question category, 
all questions show some visible influence on the potential to integrate 
PLF technologies. Accessibility of such technologies (question 4a) begins 
to show its effects for the “not ready” group between 2 and 3, whereas, 
for the “partially ready” group, this question is relevant if its answer is 
higher than 4. This shows that for people with generally lower attitudes 
toward PLF technologies, accessibility is a limiting factor in developing 
positive attitudes toward these technologies. This trend is also visible in 
question 4b (Tech can be purchased at an affordable price). Here, we 
can see that the “not ready” cluster, in particular, perceives the price to 
be a limiting factor in adopting the technology (barrier between 3 and 
4 on the x-axis).

The most significant factor in this question block is question 4c (It is 
easy to get information on technology and distributors). Visible changes 
in the evaluation of readiness for the “not ready” group (below 0.66) are 
observable between the 3 and 4 on the x-axis. This was also a critical 
threshold for the “partially ready” group to be classified as “ready”. 
Thereby, this factor is an important consideration for all clusters alike.

Question 4d (It is easy to get technical assistance to smart technolo-
gies) is less pronounced than question 4c. Still, it shows a steady increase 
in importance for the “not ready” and “ready” groups. Many of the farms 
considered as less inclined to incorporate such technologies can jump to 
the next highest group, “partially ready”, if they reach an answer that 
is equal to or higher than 4.

The amount of proper education available to use smart technologies 
(question 4e) is a critical factor that affects particularly the “partially 
ready” group. Although we only see a few sharp increases in the pre-
diction outcomes if the value is increased, there is a steady increase in 
most farmers visible in the middle of the subplot and in the lower parts 
(not ready cluster). This incline is particularly visible between 3 and 5 
on the x-axis and indicates that it might be a baseline factor to influence 
technology adoption.

Question block 5 summarizes the perceived operational functionali-
ties of potential precision livestock farming technologies. Hereby, Fig. 5
shows that the perceived ease of operation is a critical factor that influ-
ences technological readiness (question 5b). This is particularly visible 
between 2 and 3 for all farmers that have been categorized as “not 
ready”. For this group, which displays the highest distrust against smart 
technologies, functional accessibility is a critical factor that limits their 
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Fig. 4. Cluster validation metrics for clusters between two and five.

ability to utilize it. However, some sharp increases are visible in the 
“partially ready” cluster.

Question 5c (Technology can be connected well with other equip-
ment) shows a sharp increase in technological readiness between 2 and 
3 for the “not ready” and “partially ready” clusters. This is even more 
pronounced than ease of operation and highlights that interoperability 
is a concern for people who are considered skeptics. However, we can 
also see that interoperability was the limiting factor for some people 
in the “partially ready” group and that an increase of perceived ability 
changed their prediction to “ready”.

Lastly, we can see in question 5d that reliability (Tech operates in 
a reliable manner) is a critical limiting factor for the “not ready” clus-
ter. Small increases are visible for all three clusters. However, we can 
observe several transitions from one group to another in the lower cat-
egories.

4.2.2. LIME - localized changes of predictions

Lime analysis provides new predictions based on altered features that 
are in the vicinity of the original feature values. It then creates an in-
terpretable surrogate model (linear model) on this local feature space. 
Exploring the local neighborhood of samples and its effect on the surro-
gate model can be used to understand the behavior of certain clusters 
better without the influence of values that are typically associated with 
other clusters. By using a linear model, the interpretation is based on the 
linearity of features and given by the positive or negative coefficients of 
the respective surrogate model. Each feature contributes independently, 
and the overall prediction is the sum of these contributions. The changes 
in the features are then binned to assess their effect on the output. If a 
certain bin produces statistically significant changes, this bin is consid-
ered a threshold and will be used as an additional feature in the linear 
model. By calculating thresholds of individual features, one can visu-
alize the non-linear behavior of the attribute on the model prediction. 
This shows what thresholds for individual questions must be reached in 
our case to affect users’ readiness levels significantly. Figs. 6, 7, and 8
display the aggregated lime explanations for the “not ready”, “partially 
ready” and “ready” groups. Aggregation was done by averaging the im-
pact of the questions for all samples within the respective subgroups. 
This enables the interpretation of the overall barriers and enablers of 
technology integration.

For the “not ready” cluster in Fig. 6, one can see that the factor 
that led to significant decreases in the prediction outcome is question 
4c (it is easy to get information on tech and distributors). Here, this 
question shows the biggest positive impact on the group’s prediction. 
Other critical factors for this group are the accessibility to technology on 
the market (question 4a), availability of technical assistance (question 
4d), the attitude of farmers towards the potential of PLF technology to 
help with labor shortage (question 3a), and ease of operability (question 

5b). Questions 3a and 4a are also primarily answered below 3 and 4 in 
this cluster and show a significant positive influence if answered above 
this threshold. This indicates that the predictions of the cluster’s samples 
can be significantly enhanced by increasing this value.

Fig. 7 displays the average changes of predictions of the surrogate 
model for the cluster “partially ready”. Similar to the “not ready” group, 
we can also see that operability and the potential to subsidize labor 
shortages are usually answered rather low for this group with equal 
thresholds around 3 and 4. In general, we have several questions that are 
overall associated with lower prediction outcomes in this cluster, such 
as accessibility in question 4a, available technical assistance (question 
4d), access to information on tech (question 4c), or available education 
in question 4e.

Analyzing the local behavior of the “ready” group in Fig. 8 shows that 
the availability of information (question 4c) influences the prediction 
outcome significantly if it is answered above 3. The second most positive 
influential factor is the accessibility of the technology if it’s higher than 
4, and the third most relevant answer is the assumption about the sup-
port of smart technologies for the labor shortage if it’s answered above 
3. Other factors that significantly enhance the prediction outcome lo-
cally are higher answers for the availability of education (question 4e), 
the ease of operability of smart technologies, and the available technical 
assistance. Fig. 8 also shows that the interoperability of smart technolo-
gies can be a limiting factor for technological readiness (question 5c).

4.2.3. SHAP - calculating prediction shift relative to the mean

The SHAP analysis, as presented in Fig. 9, is calculated by consid-
ering all possible combinations of features and measuring the change 
in the model’s prediction when each feature is added to these combina-
tions. If visualized per sample, the SHAP values indicate the influence 
of a feature compared to an average prediction. Fig. 9 aggregates the in-
dividual SHAP values per cluster and displays the average influence of 
the features per group. The questions are sorted based on the total in-
fluence on all clusters. The vertical bars represent how the individual 
features on the x-axis either increase or decrease the average predic-
tion outcome of the model based on the given answers of the groups. As 
the “not-ready” group (red) is always predicted below the average and 
the “ready” group (blue) is always above the average, this analysis en-
ables us to investigate the primary barriers for the “not-ready” group to 
be considered “partially ready”, as well as what attributes distinguish 
the “ready group” from the “partially ready” cluster. As the “partially 
ready” group (yellow) is clustered around the center, we can identify 
the nuanced changes of this group to lean toward the less or more ready 
group.

As shown in red in Fig. 9, the ease of getting information on the 
technologies and distributors (question 4c) was, on average, the most 
significant concern that led to a decrease in prediction for the “not 
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Fig. 5. Individual Conditional Expectation (blue lines) and Partial Dependence Plot (orange dashed line) based on Random Forest Model. Each blue line represents 
one sample (farmer) and the change of the prediction outcome if the respective question was answered higher or lower.

ready” cluster. This is followed by question 4a (It is easy to access tech-
nology on the market), question 5c (Technology can be connected well 
with other equipment and software), question 3a (Technology helps la-
bor shortage, and question 4a (It is easy to access technology on the 
market), and question 4d (It is easy to get technical assistance to smart 
technologies). Three out of the five most influential questions for this 
group are in the category that describes expert knowledge and market 
access. However, we can see that many barriers simultaneously limit 
technology adoption and integration.

Considering the “partially ready” cluster, the assumed potential of 
smart technologies to support labor shortage (question 3a) was, on av-
erage, the most limiting factor. After that, the most limiting factors are, 

on average, the accessibility to the market (question 4a) and the avail-
able education for using smart technologies (question 4e). Contrary to 
the factors that reduced the readiness for smart technologies compared 
to the average prediction, this group displayed some characteristics that 
increased their readiness. Hereby, the most prominent factor was the 
reliability of smart technologies (question 5d) and the interoperability 
(question 5c).

To increase the model prediction from “partially ready” to the 
“ready” group, the most important factors are, on average, the ease 
of getting information on the technologies and distributors (question 
4c), the ease of accessing the technology on the market (question 4a), 
availability of education (question 4a), and the possibility to help labor 



Smart Agricultural Technology 9 (2024) 100658K. Mallinger, L. Corpaci, T. Neubauer et al.

Fig. 6. Results of the LIME analysis for the “not ready” group. The horizontal bars indicate the influence of individual survey questions on the local behavior of the 
model. Thresholds of questions that provide a significant change on the model output are listed as well.

Fig. 7. Results of the LIME analysis for the “partially ready” group.
9
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Fig. 8. Results of the LIME analysis for the “ready” group.

Fig. 9. Aggregated plot of the SHAP analysis by averaging the SHAp values of the individual clusters samples. The red vertical bars mark the “not ready group”, 
yellow the “partially ready” group, and blue the “ready” group. Values are listed from left to right according to their summed influence on all groups.
10
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shortage (question 3a). Other relevant factors include the availability 
of technical assistance (question 4d), the ability to meet environmental 
obligations (question 3d), and the ease of operability (question 5b).

Noteworthy, the assumed potential of smart technologies to support 
labor shortage is an important factor that influenced the prediction of 
all three clusters. To a lesser degree, accessibility to the market, the po-
tential to meet environmental obligations, and the available education 
are also factors that influence all subgroups.

4.3. Implications for technology design and business strategies

4.3.1. Implications considering all clusters

Analyzing all three XAI methods shows that the most influential bar-
rier to technological adoption is the availability of information on smart 
technologies and distributors (question 4c). This question showed the 
highest values for the SHAP plot in Fig. 9, the highest values for all three 
LIME plots, and showed significant fluctuations in the ICE and PDP plots. 
The second most influential marker was the general accessibility of the 
market (question 4a), showing the third-highest aggregated values in the 
SHAP plot and the second-highest positive factor in all three LIME plots 
while displaying visible changes in the ICE analysis. These two factors 
can be considered baseline criteria necessary to acquire smart technolo-
gies or investigate their potential use. Low values in these categories 
inhibit other factors that are needed to finally adopt smart technologies, 
such as a positive attitude or the right farm infrastructure. By analyz-
ing the geographical background of the individual answers on the ICE 
plot (e.g., by displaying the country per color), one can identify which 
countries would benefit the most if market and information accessibil-
ity were enhanced in these regions. This information provides targeted 
advice on which countries could lead to a sharp increase in sales and, 
therefore, technological integration if targeted correctly with market-
ing strategies and an expansion of the sales area. However, this was not 
done in this study to anonymize the individual survey participants.

Next to this baseline barrier of market accessibility, another factor 
that significantly influences technological readiness and adoption is the 
accessibility to technological assistance for smart technologies (ques-
tion 4d). It showed high importance in the SHAP plot for the “ready” 
group and a particularly high influence in the LIME plot for the “not 
ready” and “partially ready” groups. It also showed high fluctuations, 
particularly for the “not ready” group and also, to some extent, for the 
“partially ready” group in the ICE plot. As these groups have a high share 
of farmers who don’t possess smart technologies yet and are considering 
buying one in the future, the results indicate that increasing the avail-
able support for smart technologies is a crucial factor that should be 
considered to expand the user base. This can be done by human support 
or by designing the technology to adapt to the user’s proficiency. Smart 
interfaces can be a viable way to increase understandability and recog-
nize if a user gets stuck in certain functionalities. This analysis can be 
further expanded by analyzing other factors in this user group, such as 
age, location, or other limiting factors that are crucial for identified indi-
viduals who show higher readiness if access to support is increased. This 
could lead to a targeted change in technology design for specific sales 
regions or market segments. The mentioned suggestions are also rele-
vant for question 4e (Proper education is available), which is the fourth 
most influential value in the SHAP analysis and the “ready” group in the 
LIME analysis.

Another factor crucial for enhancing market access and facilitating 
technology adoption is the ability of smart technologies to subsidize 
labor shortages. It was the second-highest value in the SHAP analy-
sis, the third-highest positive influence in the “ready” LIME plot, and 
the highest barrier in the “partially ready” group. Many farmers face 
challenges finding qualified and persistent personnel to support their 
farming operations. The ability to automize farming processes is there-
fore a vital objective to buy smart technologies, particularly in the rapid 
progress of AI applications. However, in order to do so successfully, 
smart technologies should focus on a user-centered design. The technol-

ogy should be intuitive, requiring minimal training for farm operators. 
This includes user-friendly interfaces, clear instructions, and adaptabil-
ity to individual levels of expertise. This was also visible in the LIME 
plots for the question about ease of operation (question 5b) for the “not 
ready” and “partially ready” clusters. Hereby, the ease of operation was 
highlighted as one of the strongest barriers to technology adoption, log-
ically supporting the requirements for successful automation. Another 
supporting factor for automation is the interoperability (question 5c) 
to existing technologies, such as feeding systems, climate control, and 
animal health monitoring platforms. This is particularly important for 
IoT (Internet of Things) environments and AI applications that enable 
centralized farm management, thereby enhancing automatization ca-
pabilities. The ability of smart technologies to be interoperable was 
particularly important for the “not ready” group, as can be seen in Fig. 6
and Fig. 9.

4.3.2. Targeted intervention considering individual clusters

Requirement analysis often involves understanding the specific 
needs of different customer segments. This detailed understanding en-
ables more accurate market segmentation during market analysis. By 
knowing the distinct requirements of various customer groups (clus-
ters), companies can tailor their market strategies and product designs 
to target better and serve each segment. In this chapter, we distinguish 
between three different groups of technological readiness and analyze 
the distinct behavior and attitudes towards smart PLF technologies as 
well as their intention to acquire said technologies.

In order to acquire information about the importance of individual 
questions for technological readiness and, consequently, technology de-
sign and market analysis, one can a) identify the factors or questions 
that differentiate a given group from other subgroups, thereby uncov-
ering the critical elements that could help transition less ready groups 
towards greater adoption of smart technologies, and b) highlight the spe-
cific design features or functionalities that are most valued by a given 
group, thereby generating empirical insights for optimizing technology 
solutions to align with the requirements and expectations of this seg-
ment.

In the case of the “ready” group, Fig. 3 shows that this cluster is 
comprised of farmers who already have the technology or intend to buy 
it shortly. This subgroup displays positive attitudes towards the benefits 
of smart technologies and doesn’t need convincing to acquire such tech-
nologies. However, by focusing on the ready cluster, companies can gain 
insights into the specific characteristics and preferences that drive early 
adoption. This analysis can inform the development of targeted market-
ing strategies that resonate with potential customers who already have 
smart technologies or are on the verge of adopting them.

As no comparison with a higher group than ready can be made, the 
“ready” category must be analyzed based on its own behavior. For exam-
ple, most farmers in the “ready” group still consider the interoperability 
of the smart devices as not ideal (see the negative influence in Fig. 8). 
The negative value in the ready lime plot indicates that the range of an-
swers for this feature has on average a negative effect on the prediction 
outcome. However, if developers can increase the trust in interoperabil-
ity above 3, it becomes a positive factor for that group. This shows that 
for people who either have such technologies yet or are planning to pur-
chase one for the first time 3, higher standards of interoperability could 
further increase their chances of implementation.

Although the most influential questions for the “ready” group are 
the accessibility (question 4a) and available information (question 4c) 
of technologies, this value is not a barrier as the average answers for 
these questions surpass the given threshold (for accessibility, the aver-
age answer of the group is 4.8, and for available information, it is 4.4) 
[1].

Another noteworthy factor in this group is the attitude to meet en-
vironment pollution reduction obligations (question 3d in Fig. 8 and 
Fig. 9). This segment could, therefore, be targeted with tailored mar-
keting strategies that directly address their specific concerns. For in-
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stance, highlighting case studies or built-in visualizations that demon-
strate clear benefits for automatization and environmental benefits can 
reduce their uncertainties. This could be achieved by adding machine 
learning models that predict the monetary or environmental surpluses of 
certain strategies (e.g., impact on milk production by changing feeding 
strategies in combination with local climate models).

In the case of the “partially ready” group, Fig. 3 shows that this 
cluster consists of farmers who are somewhat familiar with smart tech-
nologies and may have explored their benefits but have not yet fully 
committed to adopting them. This subgroup tends to recognize the po-
tential advantages of smart technologies but may still have reservations 
or face barriers that prevent either full adoption or the will to acquire 
smart technologies at all. With the right incentives and solutions, they 
can be the target group that can be converted into active users. Their 
awareness and interest in the technology make them more accessible 
than the “Not Ready” group, who may require more effort to educate 
and convince.

Given that the “partially ready” group is spread across different 
stages of technology adoption (Fig. 3), modular and scalable solutions 
that can grow with the farmer’s needs are particularly valuable. These 
products should allow farmers to start small and expand their use of 
smart technologies as they become more comfortable and see the ben-
efits. This is also reflected in Fig. 7, 5, and 9 in which operability was 
highlighted as a barrier but also a potential driver for technology im-
plementation for the “partially ready” group. Hereby, the Lime and ICE 
plots indicate that an increase of that attitude to 3 or higher shows a 
significant impact on the prediction outcome. Also, the perceived reli-
ability and available education (Fig. 9 and 7) have been identified as 
specific barriers for that group. Reducing the complexity of smart tech-
nologies (e.g., limiting data and model dependencies) can increase the 
ease of operation but also favor reliability [27]. Interpretable machine 
learning models that can support users in their assessments can further 
ease the use of such technologies and foster education [26,29,30].

Another barrier for the “partially ready” group is the attitude toward 
the ability to subsidize labor shortage (question 3a). This can be seen in 
all three XAI methods and was already discussed as an important factor 
for all three groups in subsection 4.3.1.

In the case of the “not ready” group, Fig. 3 indicates that this cluster 
comprises farmers who are either unaware of smart technologies or do 
not yet see their relevance or value. This subgroup is the hardest to 
target as they are characterized by their skepticism of the applicability of 
smart technologies to their specific farming practices and limited access 
to the market while showing low values on educational support and 
available physical infrastructure [1]. However, this group may still be 
an important target as it represents the most significant faction in the 
question block that does not have a technology yet but intends to buy 
one in the future. Strategic investments could also increase the readiness 
of this group in the long run, enabling long-term growth of technology 
providers.

Fig. 6 indicates that this group has fundamental barriers to technol-
ogy adoption due to a lack of available information about technologies 
(question 4c), available technical assistance (question 4d), and acces-
sibility of the market (question 4a). This is also visible in the SHAP 
analysis (see Fig. 9) as well as the ICE plots (5. Combating these barri-
ers necessitates significant attention to technology design and marketing 
strategies. Establishing partnerships with local distributors and retailers 
to ensure that the technology is easily accessible to farmers in remote 
areas would be a strategy to tackle accessibility barriers. Built-in edu-
cational resources, as well as adaptable and intuitive user designs, can 
support the provision of information and assistance [26]. This could be 
combined with localized content that addresses specific regional needs 
and conditions (e.g., as already assessed partly in this study), making the 
technology more relevant and understandable for farmers. Enhanced un-
derstandability of the technology and its impact might be particularly 
crucial as this group also lacks positive attitudes about the potentials 
of smart technologies for labor shortage (question 3a), ease of oper-

ation (question 3a), and environmental obligations (question 3d), but 
also production effectiveness (question 3e) to a lesser degree (as seen in 
Fig. 6). Novel methods in complexity science (e.g., phase space recon-
struction, entropy metrics) that allow for increased monitoring capac-
ities of environmental pollutants, greenhouse gases, animal health, or 
intake efficiency could increase the trust of such technologies [28]. The 
ICE plot 5 also indicates that the technologies must be perceived as very 
affordable (equal or higher than 4) in order to influence the decision of 
adoption.

5. Discussion

This study incorporates several different machine learning modeling 
approaches (clustering, supervised machine learning, and XAI surrogate 
models). The choice of algorithms has an influence on the modeling re-
sults and should be evaluated carefully with metrics that evaluate the 
usability of clusters and classification/regression results (e.g., distance 
metrics, accuracy). A detailed evaluation of the chosen methods can be 
found in [1]. Compared to the prior study that assessed cluster validity 
of technological readiness and discussed general barriers to technology 
adoption [1], this research extended the focus on individual clusters and 
mechanisms to identify attributes that are particularly important to in-
crease technological readiness for the respective subgroups. This allows 
for the targeted design of precision livestock farming technologies as 
well as policies.

The current study underscores prior research findings by [13,37,35,
15], which postulated that the trust in the technologies capabilities and 
the robustness are major barriers for integration. It was shown in sec-
tion 4 that reliability is an important factor, while the current study 
narrowed down distinct expectations that are particularly important for 
technological readiness (e.g., tech helps labor shortage, environmental 
pollution). Furthermore, interoperability was highlighted for the “not 
ready” and “partially ready” group, thereby confirming prior studies by 
[13,19]. However, we could not identify that security is a limitation to 
technology adoption. This seems to be an ambivalent topic as prior stud-
ies either showed its importance [13] or their minor influence [37] for 
the current precision livestock farming domain. This study also high-
lighted the ease of getting information as a primary barrier, which was 
also mentioned particularly by [37] that described the lack of awareness 
about existing technologies for technology adoption.

This study chose simpler models that are easy to reproduce as well 
as to limit the randomness and obscurity of more sophisticated machine 
learning approaches. However, there remains some instability in the pre-
dictions and explanations, particularly for methods like LIME. It was 
shown in a simulated setting that LIME explanations of close points can 
vary considerably [31]. Therefore, interpretations on single instances 
should be made cautiously and compared with other explainability ap-
proaches. This study tried to combat this as it accumulates the results 
for each cluster and does not evaluate single instances. Furthermore, 
recommendations during requirement analysis are mostly based on a 
combination of Explainable AI methods.

Another potential threat for inconsistency is the rather small sam-
ple size in machine learning terms (266 samples) of this study. Bigger 
surveys would result in more stable models, particularly for the de-
tailed cluster analysis and supervised machine learning approach. Larger 
sample sizes could also positively affect the accuracy of the results. If 
companies have access to surveys with several thousand responses, the 
advantage of explainable machine learning methods becomes even more 
pronounced.

Each technique presents distinct advantages and limitations in the 
domain of Explainable AI. ICE plots effectively illustrate the range of 
influences on the prediction outcome if a single variable is changed. 
However, such insights may not be as visible in Local LIME plots, which 
focus on local perturbations of the data. For instance, if the original 
variable value is low (e.g., 2), the impact of higher values (e.g., 4 or 
5) may not be visible in a LIME plot, as it only perturbs the vicinity of 
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the original point. Nonetheless, while ICE plots offer a broader view, 
their depiction of variable changes could be theoretical, as it may not 
be feasible to alter one variable independently of others in practical 
scenarios. SHAP plots, on the other hand, do not directly indicate the 
effect of individual variable changes but often provide a visualization 
of how the readiness or non-readiness groups deviate from the average 
overall prediction of the total sample group.

It should be noted that questions without significant influence on the 
model prediction might still be general barriers to technology adoption. 
For example, affordability of smart technologies (question 4b) was not 
identified as a primary barrier to increasing technological readiness. As 
this study used a random forest approach, the algorithm uses questions 
more prominently that separate classes of technological readiness well 
(e.g., most ready farmers are above 4, while most not ready farmers 
are equal or lower than 2 for a given question), thereby increasing its 
importance to the prediction outcome. It could still be the case that 
affordability is a relevant factor for all three groups but does not provide 
viable information to separate these classes.

The study’s design is focused on assessing technological, market, 
and psychological factors that influence technological readiness and, 
ultimately, can be influenced by technology design. This is a general 
limitation as it doesn’t include broader sociodemographic barriers such 
as age, income, or farm size. Furthermore, this study only investigates 
farmers’ barriers within the European Union (e.g., Sweden, Hungary, 
Denmark, Poland) or the Middle East (Israel). Different geographical ar-
eas will have other barriers to technology integration [47] and should 
be assessed separately. This is particularly crucial for the cluster analysis 
prior to model development. Depending on the scope of the analysis, dif-
ferent clusters and associations are possible and required. To find more 
specific requirements for one’s products and services, a tailor-made sur-
vey referencing functionalities and aiming at particular countries or 
target groups would enhance the usability of the results. This is critical 
as the current study assesses the general barriers of smart technologies in 
precision livestock farming but doesn’t focus on individual technologies 
(e.g., monitoring or feeding systems). Future work encompasses, there-
fore, the use of such techniques on different datasets and study goals. In 
case of bigger sample sizes, more advanced machine learning techniques 
could be applied (e.g., deep learning methods). However, such methods 
would be computationally intensive and need adequate computational 
resources.

Ultimately, a data-driven requirement analysis approach supports 
the development of precision livestock farming technology based on 
targeted consumer needs. These methods thereby increase the ease of 
operation and utilization of economic and environmental opportunities. 
This includes higher chances that the technologies increase production 
efficiency or animal well-being.

6. Conclusion

The article presented how Explainable AI approaches can be a valu-
able tool for companies and researchers to advance their understanding 
of functional requirements. It identifies user qualities that increase or 
limit technology adoption, helping companies achieve their business 
goals/philosophy (e.g., battling climate change), or identifying base-
line barriers that might trigger a positive cascade of improved attitudes 
toward technological innovations in the precision livestock farming do-
main (e.g., available support, attitude towards automatization capabil-
ities). By calculating clusters of technological readiness as a proxy for 
technology adoption and using them as labels in a machine learning 
approach, the authors utilize Explainable AI (XAI) techniques to inves-
tigate the influence of individual features on the prediction outcome 
(technological readiness). In doing so, this study highlights the dynamic 
interplay between user attitudes, market access, and environmental fac-
tors that influence technology adoption and highlight associated bar-
riers. It is shown that individual clusters of readiness display common 
but also unique attributes that positively or negatively influence their 

behavior. Fundamental barriers are identified for all groups such as 
accessibility of the market, availability of information on smart tech-
nologies, and the ability to help with labor shortages. Unique barriers 
include interoperability of smart technologies for the “ready” cluster and 
operability of smart technologies for the “partially ready” group. The 
“not ready” group, next to the fundamental barriers, showed particu-
larly low values for technical assistance available to smart technologies. 
In general, it was shown that a combination of XAI techniques provides 
a new toolset for targeted requirements and market analysis, building up 
new opportunities for technology design and business strategies. Associ-
ated technological examples to overcome identified barriers have been 
given. Further work must be done in this regard with a more specified 
focus on certain technologies, target groups, and novel mechanisms to 
increase the understandability and operability of said XAI tools.
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Appendix A. Questions

Table A.2

Survey questions used in this study. Question blocks 1-5 have been utilized for the Explainable AI analysis, while question block 6 was used as a proxy to assess 
cluster validity.

Feature Question

1. Please state the average availability of internet access at your farm
(0: I don’t know, 1: No availability. . . . 4: High availability)

2. Please state the average level of automatization at your production farm
(0: I don’t know, 1: Less than 10 y/o, 2: 10-20 y/o, 3: diverse, 4: Over 20 y/o)

3. Please, indicate how much you agree with the statements on smart devices/technologies (sensors, cameras robots, farm management information system etc.), 
regardless of whether using them or not in the farm you represent.
(0: I don’t know, 1: Strongly disagree. . . . 5: Strongly agree)
SMART DEVICES/TECHNOLOGY. . .

Q3_a . . . help/support to cope with labor shortage.

Q3_b . . . help/support day-to-day decision making in the livestock buildings.

Q3_c . . . help/support enterprise, marketing and investment decisions.

Q3_d . . . help/support to meet environmental pollution reduction obligations.

Q3_e . . . enable to increase the effectiveness of production.

Q3_f . . . provide reliable information.

Q3_g . . . provide information in a real-time manner.

4. Regarding the availability of smart technologies, please, indicate how much you agree with the following statements.
(0: I don’t know, 1: Strongly disagree. . . . 5: Strongly agree)

Q4_a It is easy to access smart technologies on the market.

Q4_b Smart technologies can be purchased at an affordable price.

Q4_c It is easy to get information on smart technologies and distributors.

Q4_d It is easy to get technical assistance to smart technologies.

Q4_e Proper education is available for using smart technologies.

5. Regarding the operation of smart technologies, please, indicate how much you agree with each of the statements.
(0: I don’t know, 1: Strongly disagree. . . . 5: Strongly agree)
SMART DEVICES/TECHNOLOGY.....

Q5_a ...can be maintained at a reasonable cost.

Q5_b ...are easy to operate.

Q5_c ...can be connected well with other equipment/software.

Q5_d ...operate in a reliable manner.

Q5_e ...are secure in terms of data management.

6. Do you use smart devices (sensors, cameras, robots etc.) at the farm you represent?
(0: I don’t know, 1: Yes. 2: No.)

Appendix B. Statistical overview

Table B.3

Statistical overview of cluster results based on the survey answers for 𝑘 = 3 clusters. Higher values for the mean indicate stronger agreement with the question, 
whereas lower values are associated with disagreement (as seen in [1]). The interquartile range (IQR) is also displayed per cluster to describe the range of 50 percent 
of the cluster observations.

Feature Question
Ready Partially Ready Not Ready

Mean± Std IQR Mean± Std IQR Mean± Std IQR

Q1. Average availability of internet access at your farm (Scale: 1–4) 3.225±0.968 1.0 2.752±0.900 2.0 2.618±0.821 2.0
Q2. Average level of automatization at your production farm (Scale: 0–2) 1.960±0.190 0.0 1.899±0.367 0.0 1.824±0.474 0.0
Q3. SMART DEVICES/TECHNOLOGY... (Scale: 1–5)
Q3_a ... help/support to cope with labor shortage. 4.065±1.036 2.0 3.153±1.469 2.0 2.745±1.405 1.0
Q3_b ... help/support day-to-day decision making in the livestock buildings. 4.513±0.930 2.0 3.148±1.459 2.0 2.335±1.354 1.0
Q3_c ... help/support enterprise, marketing and investment decisions. 4.698±0.489 2.0 4.321±0.842 2.0 3.251±1.271 1.0
Q3_d ... help/support to meet environmental pollution reduction obligations. 4.587±0.584 2.0 4.095±0.779 2.0 3.152±1.229 1.0
Q3_e ... enable to increase the effectiveness of production. 4.738±0.669 3.0 4.479±0.751 1.0 3.415±1.473 1.0
Q3_f ... provide reliable information. 4.852±0.450 2.0 3.505±1.128 2.0 2.118±1.380 1.0
Q3_g ... provide information in a real-time manner. 3.673±0.733 1.0 2.409±1.107 1.0 1.507±0.963 1.0
Q4. Indicate how much you agree with the following statements (Scale: 1–5)
Q4_a It is easy to access smart technologies on the market. 4.763±0.484 1.0 3.059±1.120 2.0 1.888±1.245 1.0
Q4_b Smart technologies can be purchased at an affordable price. 4.304±0.692 1.0 2.746±1.186 1.0 1.393±0.923 1.0
Q4_c It is easy to get information on smart technologies and distributors. 4.366±1.075 1.0 2.346±1.199 1.0 1.872±1.154 1.0
Q4_d It is easy to get technical assistance for smart technologies. 3.819±0.933 1.0 2.989±1.238 2.0 1.614±1.129 1.0
Q4_e Proper education is available for using smart technologies. 4.631±0.662 1.0 3.433±0.946 1.0 2.121±1.151 4.0
Q5. SMART DEVICES/TECHNOLOGY... (Scale: 1–5)
Q5_a ... can be maintained at a reasonable cost. 3.825±0.921 1.0 2.983±1.225 1.0 1.618±1.131 1.0
Q5_b ... are easy to operate. 4.554±0.828 1.0 3.444±0.992 1.0 1.825±1.272 1.0
Q5_c ... can be connected well with other equipment/software. 3.824±1.089 3.0 2.952±1.455 1.0 1.504±1.459 1.0
Q5_d ... operate in a reliable manner. 4.546±0.830 2.0 3.446±1.004 1.0 1.806±1.246 1.0
Q5_e ... are secure in terms of data management. 3.796±1.075 3.0 2.942±1.433 2.0 1.470±1.246 1.0
Q6. Do you use smart devices at the farm you represent? (Scale: 1–3) 2.756±0.494 2.0 2.568±0.705 1.0 2.110±0.884 0.0
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Appendix C. Cluster validation

Fig. C.10. Overview of a two-dimensional cluster and sample distribution using UMAP. Neighbors have been chosen with 20. Different variations of distances are 
displayed to show local and global cluster behavior.
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Fig. C.11. Overview of a two-dimensional cluster and sample distribution using UMAP. Neighbors have been chosen with 50. Different variations of distances are 
displayed to show local and global cluster behavior.

Data availability

The data used is referenced in the article respectively in Section 3.1.
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