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Abstract. The majority of process mining techniques focuses on con-
trol flow. Decision Point Analysis (DPA) exploits additional data at-
tachments within log files to determine attributes decisive for branching
of process paths within discovered process models. DPA considers only
single attribute values. However, in many applications, the process en-
vironment provides additional data in form of consecutive measurement
values such as blood pressure or container temperature. We introduce the
DPATS method as an iterative process for exploiting time series data by
combining process and data mining techniques. The latter ranges from
visual mining to temporal data mining techniques such as dynamic time
warping and response feature analysis. The method also offers differ-
ent approaches for incorporating time series data into log files in order
to enable existing process mining techniques to be applied. Finally, we
provide the simulation environment DPATSSim to produce log files and
time series data. The DPATS method is evaluated based on application
scenarios from the logistics and medical domain.

Key words: Process Mining, Decision Mining, Data Mining, Time Se-
ries Data

1 Introduction

The interest of research and practice in process mining has dramatically in-
creased during the last years. Process mining has different objectives, ranging
from discovering process models from event log data to comparing events logs and
existing process models (conformance checking) [1]. Event logs can be described
as time-stamped event data (so-called log files) gathered from or produced by
process instances executed in some process environment. Example event logs
might stem from higher education processes [2] or skin cancer treatment pro-
cesses [3].
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This paper focuses on process discovery. So far, process discovery techniques
have emphasized the control flow, i.e., discovering the process activities and
the control structures of the process models from the event logs. The minimum
information required for control flow discovery is information about the process
task connected with the event (WorkflowModelElement) and a Timestamp as
contained in the following event log fragment (in MXML format [4]).
<AuditTrailEntry>

<WorkflowModelElement>Move to D</WorkflowModelElement>

...

<Timestamp>2013-02-27T10:29:06.404+01:00</Timestamp>

</AuditTrailEntry>

An extension towards the branching logic of processes is provided by Decision
Point Analysis (DPA) [5]. DPA is based on enriching log file entries with addi-
tional information about process environments or other process-relevant data
and aims at deriving decision rules at alternative branching in process models.
Basically, DPA works as follows: in a first step, the underlying process model is
discovered based on the event log entries. If the resulting process model contains
decision points (and additionally data relevant for the decisions is present in
the event logs), the corresponding decision rules are determined using decision
trees. Assuming that task Move to D marks a decision point in the process, the
following log fragment could be basis for DPA:
<AuditTrailEntry>

<WorkflowModelElement>Move to D</WorkflowModelElement>

<Data>

Attribute name="ContainerTemperature">37.2</Attribute>

</Data>

<Timestamp>2013-02-27T10:29:06.404+01:00</Timestamp>

...

</AuditTrailEntry>

Figure 1 depicts the container transportation example associated with the
two log fragments above. It is based on the real-world case provided in [6],
where some temperature-sensitive cargo is transported and cargo temperature
is measured repeatedly. On the left, the application of DPA [5] is illustrated:
depending on the temperature value for each transport monitored (at task Move

to D), DPA concludes that for a temperature over 37◦C, the vehicle has to return
to its home base. Otherwise, it unloads the goods at the destination. As this
example illustrates, i) DPA takes into consideration single-valued attributes; ii)
DPA is able to derive decision rules of type “x OP value” where x is the decision
variable and OP is a comparison operator; iii) DPA relies on values that are
stored within the event log of a process.

However, in many application domains, not only single values of data at-
tributes are collected, but time series data. Examples comprise the logistics,
health care, and the manufacturing domain where container temperature, blood
pressure, or sensor data are measured in a continuous way. Such continuously
updated data [7] can be stored as time series data. The main question of this
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Fig. 1. Process applications with time series data

paper is whether it is possible to extend DPA from single value analysis to ade-
quately incorporating time series data. By doing so, it shall also become possible
to determine more complex decision rules than “x OP value”, for example, “tem-
perature exceeds a certain threshold for a given time frame” (cf. right side in
Fig. 1).

In this paper, we will present such an extension of DPA by means of a novel
method DPATS that enables (a) a joint consideration of event log data and time
series data, (b) iterative application of process and data/visual mining tech-
niques, and (c) derivation of complex decision rules. Note that this paper is an
extended version of [8]. The general method has been detailed and extended, e.g.,
incorporating further techniques such as time warping and a second evaluation
example for multivariate data has been added.

Section 2 discusses different ways how time series attributes can affect the
business process. This leads to two separable challenges within the problem
setting, data preparation itself as well as data and visual mining aspects and
how those integrate in the overall DPATS method (Section 3). The method
uses as essential part approaches towards temporal data mining. The ensuing
process mining method is evaluated based on a real-world examples of process
analysis (Section 4). After reflecting our contribution against the state of the
art in process, data, and visual mining (Section 5), some concluding remarks
(Section 6) finish this presentation.

2 Business Processes and Time Series Attributes

Process mining uses event logs that consist of a minimal data set of case ids,
activity names, and timestamps. It is also possible to store data values that were
produced during process execution, e.g., the age of a patient. These single-valued
attributes are exploited by, for example, DPA. In case of attributes defined as
time series the situation is more complex because the measurement of the time
series defines an additional process. This so called measurement process produces
time series attributes which might cause effects on the execution of the business
process of interest. The following two types of effects can be distinguished:

- Separable effects control the decision about activities in the business process.
Depending on the results of the measurement process a decision about the
execution of different activities in the business process is made. Take as exam-
ple a treatment process in medical applications. The decision about different
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options for further therapy usually depends on the status of the patient doc-
umented by time series for some medical parameters such as blood pressure
recorded in the past. Looking at the development of these parameters, the
doctor decides about future therapy, for example, choice of medication.

- Intermingled effects control the execution of activities in the business pro-
cess. This means that the results of the measurement process influence the
execution of the activities in business process. Take as example the trans-
portation process of a container with temperature-sensitive cargo. During the
transport, a measurement process continuously records the temperature of the
container. In case of abnormal behavior of the temperature, the affected ac-
tivity transport is interrupted (see e.g., [7]) and a new activity called the
return starts.

Usage of time series data in modeling business processes depends not only on
the above described types of effects, but also on the structure of the time series
data. The simple case is based on the assumption that the effects of the time
series data on the process depend only on the actual value of the time series.
We call this effects Markov-like effects. The rationale behind this denotation is
that the effect can be compared with the Markov property in processes, which
states that all information about the process at a certain time is captured in the
actual value. In the examples mentioned above, this would be the actual blood
pressure of the patient or the actual temperature in the container.

In many applications such an assumption cannot be justified. For example, in
case of container transport a short period of high temperature is not critical and
return is only advisable in case of high temperature over a certain time period.
Such cases need additional analysis about properties of the time series. We call
such effects non-Markov-like effects.

The above elaboration makes clear that usage of time series data in DPA
needs additional considerations. Basically, DPA is designed for applications with
non temporal attributes. In case of temporal attributes, it can be applied, but
only provided that the time series measurements generate separated effects and
the effects depend only on the actual measurements, i.e., have a Markov like prop-
erty. It is the aim of DPATS to develop an analysis framework which can handle
also more complex cases. As explained in the following section, the framework is
based on a combination of methods for process analysis, methods for temporal
data mining, and appropriate representation of data.

3 DPATS Method

The DPATS method is illustrated in Fig. 2 and describes the process of analyzing
time series data as basis for decision point analysis in business processes. The
proposed method does not depend on a particular domain. The only precondition
for its application is the existence of time series data collected at decision points
in the process. In the following, we will motivate the design of the DPATS
method by shortly explaining its steps. A more detailed discussion is following
in the subsequent sections.
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The DPATS method constitutes and extension of DPA which consists of the
steps classification and data mining [5]. In order to be able to consider time series
data, the DPATS method has to introduce a prior step of data preparation as
the storage of time series data is not foreseen in existing log formats (cf. XES as
standard log format [4]). The data preparation step is elaborated in Sect. 3.1.
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Fig. 2. DPATS method (in BPMN notation)

As we operate on time series data, various techniques for temporal data min-
ing can be used in the Data & Visual Mining step (cf. Fig. 3 and Sect. 3.2) in
order to explain the decisions in the observed process instances. This step fol-
lows the model set out by Keim et al. [9] which generates knowledge (in DPATS
the decision rules) based on the data and a tightly integrated data visualiza-
tion and mining approach. This more experimental mode of analysis, utilizing
continuously improved understanding of (perhaps not yet) available process and
environment data seems more appropriate at this stage of the analysis than a
mechanical brute-force exploration.

As a result of the Data & Visual Mining step, candidates for decision rules
can be identified and transformed into aggregated variables (Aggregate Decision
Variables). These variables can then be used to employ DPA in order to evaluate
the decision rule candidate (Evaluate by DPA). Depending on the result, the in-
spection by both, data and temporal data mining techniques has to be repeated.
It is also possible that the way the time series data was reflected inside or outside
the logs has to be modified. For that reason as well as for the possible change of
decision rule candidates, the Evaluate by DPA step can differ significantly from
one iteration to the next one.

3.1 Data Preparation

As existing log files do not offer means to capture time series data, the question
is how to provide such data for DPA. Intuitively, time series data can be offered
within or outside the event logs. The first option is followed by data separation.
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Fig. 3. Subprocess Data & Visual Mining of the DPATS method

Integrating time series data within logs can be done in two ways: either by
introducing a time series variable (enrichment) or simulating the production of
time series data by extending the log with an (artificial) recurring measurement
event. In detail:

1. Data Separation: We can prepare an analytical data set consisting of re-
curring measurements with sufficient temporally information to enable a
matching with event data and provide this data separated from the log files.

2. Log Enrichment: This analytical data set can also be incorporated into the
log by adding an attribute to the corresponding event within the log (e.g., a
XES extension that allows such recurring measurement data structures).

3. Log Extension: Another approach is to dissemble the recurring measurement
data and interlacing it into the log file as recurring events with single-valued
attributes.

In the following we discuss first the pros and cons of each option from a
technical point of view and afterwards the application in DPATS .

Data separation does not modify the original event log data and therefore
contributes to the maintenance of both data sets, an advantage if the event log
data is used by other applications as well. The obvious disadvantage is that the
connection between the event log data and the time series data is not explicitly
stored and every analysis tool has to load and match the data by itself. Log
enrichment and extension leads to an explication of this relation with the disad-
vantage of an additional preprocessing step to do so. Log enrichment does not
change the number or kind of log entries as log extension does. Thus, process
mining algorithms are not affected and, in turn, the resulting process models do
not become more complex. Hence, the integration is, in principle, easier than
for log extension. Log extension pushes the time series data into the event log
what might be intended depending on the application and can therefore be an
advantage as well as a disadvantage. This approach changes the log effectively,
but makes format extensions and extra files dispensable.
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In practical application, the choice between the options depends on the Data
& Visual Mining techniques applied in DPATS (cf. Fig. 3), on the possible effects
of the time series on the process, and on the structure of the time series. In the
first step of DPATS, data separation is usually a good choice. After performing
the Classification (Process Mining) step of DPATS, one can identify the decision
points in the process and obtain a first understanding whether the time series
has separable effects or intermingled effects (cf. Sect. 2).

In case of separable effects, the best choice for further analysis is log en-
richment. Whether the log enrichment allows immediate application of standard
DPA depends on the structure of the time series. If the effects of the time series
are Markov-like (cf. Sect. 2), one can immediately use the actual values of the
time series at the decision points for DPA in the Data & Visual Mining step.
If the time series causes non-Markov-like effects the Data & Visual Mining step
comprises different applications of temporal mining for finding candidates for
the decision rule base on separated data.

In case of intermingled effects, a good starting point for the Data & Visual
Mining step is what we call post-mortem analysis; i.e., we assume that all mea-
sured values of the observed process instances are known and an analysis after
observation of the entire process instance is conducted. All values of the time
series are considered as one entity and are input for extraction of decision rules
candidates. By doing so the intermingled effect becomes a separable effect at the
decision point at the price that the decision uses probably not only actual values
of the time series, but also future values. The candidates for decision variables
are usually derived by temporal mining techniques for separated data (step Ag-
gregate Decision Variables). The rule can be evaluated afterwards. Note that a
post-mortem analysis can only be used for decision rules of completed process
instances, but not as decision rules for new process instances at runtime.

For development of decision rules at runtime, the best choice is usually to
envisage a model with log extension. This means that whenever a new value of the
time series occurs one has to make a decision about interruption of the involved
activities. In best case, the decision variables for the different decision points
can be derived in step Aggregate Decision Variables from the decision rules of
the post-mortem analysis by applying the rule to the segment of the time series
from the beginning up to the actual observation time. In more complicated cases
new analyses for each possible decision point may be necessary.

3.2 Temporal and Visual Data Mining

Two frequently used approaches towards classification and clustering of temporal
data are based on dynamic time warping and on response feature analysis [10].

The basic idea behind dynamic time warping is that observations of time
series may have the same structural characteristics, for example, number of peaks
and relation between peaks, but the position may be blurred due to external
effects. In order to find the similarity between such time series, dynamic time
warping stretches and compresses the time scale of the series in such a way that
the distance between the time series is minimized. A side condition for these
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transformations is that the order of the measurements in both series is preserved.
The approach can be applied for time series of different length. Moreover, exact
information of the time stamps in the observations is not necessary. Details may
be found in for example in [11].

As a result of dynamic time warping, one obtains a matrix showing the sim-
ilarity between different time series. This similarity matrix can be used later
on for classification or clustering. In case of clustering, any method based on
distances can be applied, in case of classification the straightforward approach
is using the similarity matrix with 1-NN classification. As reported in [10], this
rather simple classification method has been shown successful in many applica-
tions.

Response feature analysis reduces the problem of clustering and classifica-
tion of time series to problems for non-temporal data. Response features can
be obtained in different ways, depending on the problem. In business appli-
cations, typical response features can be based on defining regression or time
series models for each observed time series. As a result, one obtains a number
of time-independent parameters. Another approach is to look at characteristic
of the frequency distribution of the individual time series, for example, means,
variances, or quantiles of the values of the time series. As a third method, one
can find structural properties of the time series, for example, change points in
the behavior of the time series. The response features can be used afterwards as
input for classical classification and clustering algorithms.

Dynamic time warping and response feature analysis transform the problem
of classification and clustering of time series into problems without temporal
structure. Another interesting and more experimental approach is visual data
mining. By plotting different time series it may become possible to detect inter-
esting features of the time series which allow also interpretation in terms of the
problem. In Sect. 4, we will show applications of all three approaches.

4 Evaluation

For the generation of process log data as well as time series data produced by re-
curring events within the iterations we implemented the simulation environment
DPATSSim. Using a programming language like Java instead of a model inter-
preting tool like CPN-Tools [12] for simulation purpose gives us the flexibility
to implement more complex rules. The time series data was integrated into the
event data in various ways and exported in the log file format MXML to be used
in ProM 5.2. Additionally, the time series data were exported in a simple CSV
file to be used for data mining independent of the ProM framework. We used
various mining algorithms from the ProM 5.2 framework to mine the process
models as a basis for DPATS. To avoid misinterpretation of event names the
keyword “complete” – signifying a point in time event in ProM – was removed
from the screen shots (Fig. 4 and Fig. 6). Both Figues show the basic mined
modells depicting the scenarios as well as the decsison points found, with gray
background the decision point that was selected while the screenshot was taken.
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After that we analyzed the log by integrating recurring measurement data using
the proposed DPATS method and compared the found decision rules with the
original ones.

The rationale behind the selection of the scenarios is to illustrate the analysis
of time series data. The first example was chosen simple with one variable as
this is sufficient to explain the challenges of time series data. The second exam-
ple illustrates the more complex case, i.e., the multivariate case. The choice is
independent of the application domain.

4.1 Univariate Scenario: Container Transportation

We start our evaluation by simulating the process of a container transport exam-
ple adapted from [6] with exact knowledge of the (complex) decision rules. The
basic idea of the container transport example is that a temperature-sensitive
cargo is moved, implying that there is some temperature threshold not to be
exceeded during the handling; otherwise, if this threshold is violated for a cer-
tain duration, the carriage is interrupted, and the transporting vehicle returns
to its home base. Apparently, the decision whether to continue or interrupt the
carriage depends on the monitored cargo temperature, measured by some sensor,
for instance every 10 minutes as long as the vehicle moves towards its destina-
tion. 100 process instances are generated synthetically with up to 12 temperature
measurements, such that in 30% of the cases the pre-set temperature threshold
of 37◦C is exceeded at least twice consecutively – in which case the carriage has
to interrupt – whereas in 20% of the cases the threshold value exceeds 37◦C only
at one time point. In the remaining 50% of the process instances the threshold
value is not overshot at all. Hence, in 70% of the process instances the haulage
continues until the destination is reached. For the instances where the transport
was interrupted the time series are usually shorter taking into account only time
for reaching the parking lot.

In the first step we decide to start with separated data and use in the second
step for finding the first process model only the transportation events without
consideration of the time series data. Using the alpha algorithm of ProM 5.22

we develop the model shown in Fig. 4 (first model). Obviously the decision
point generates an interruption of the transportation activity. We identify the
measurement process of temperature as useful candidate for the decision mining
activity. This process has intermingled effects on the transportation process.
Hence, we decide to use in the third step post-mortem analysis for learning the
effect of the time series. Because we have to consider her the complete time series
it is not reasonable to think about a Markov-like effect on the transport process
and we use again separated data for temporal data mining. The time series data
are augmented with the observed decisions ”normal” and ”return”.

We start the temporal mining activity with dynamic time warping for the
observed time series. Using 1-NN classification for the time series we obtain a
correct classification of all cases which return to the parking lot but 11 cases

2 http://promtools.org/prom5/
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which completed the transport were wrongly classified as cases which had to
return to the parking lot. In order to understand the reasons for misclassifica-
tion we decide to use visual mining using plots of the time series. The plots
of correctly classified and misclassified cases are shown in Fig. 5. The misclas-
sified cases are labelled as ”normal-critical”. From visual inspection it is quite
obvious that the normal-critical cases are characterized by isolated spikes with
high temperature, whereas all return cases show high temperature for at least
two consecutive measurements. Hence, we conclude that a decision rule candi-
date could be: measurement at two consecutive measurement time point is above
37◦C. Using this rule in the decision point of the post-mortem analysis we obtain
100% correctly classified instances.

Now we start with a new analysis round and decide to use the time series data
with log extension. In that case the decision rule from post-mortem analysis can
be immediately transferred into a rule at runtime by the attribute ”minimum of
the actual and previous measurement”. The decision rule is whether the attribute
is above 37◦C or not. Evaluating this rule in the process model with log extension
shown in the lower part of Fig. 4 gives us a correct classification.

Fig. 4. Univariate Scenario: Derived models, based on log enrichment and log extension
(using ProM 5.2)

4.2 Multivariate Scenario: Hypertension in Pregnancy

The second example we want to use for evaluating the DPATS method is from
the medical field where certain diagnostic values are measured recurrently. Ele-
vated blood pressure during the pregnancy is an important sign for illnesses like
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Fig. 5. Univariate Scenario: Correctly and misclassified time series

preeclampsia or general hypertension. Additionally, the weight and the protein-
uria are measured as second indicators. In this case blood pressure and weight
are measured by the patient herself, additionally to that proteinuria at the pa-
tient’s regular visit at the doctor. We have to consider four data elements Body-
Weight, SystolicBloodPressure, DiastolicBloodPressure and Proteinuria during
the pregnancy. If the SystolicBloodPressure reaches more that 160 mmHg or the
DiastolicBloodPressure more than 100 mmHg, the patient has to be admitted
to a hospital. Additional criteria are a SystolicBloodPressure over 140 mmHg or
a DiastolicBloodPressure over 90 mmHg in combination with Proteinuria over
0.3 g/l or a more than 1kg weight gain in a week. Epiphenomenon like sight
disorder, cerebral symptoms and pain in the epigastrum are also criteria that
leads to admit the patient to a hospital but are skipped to simplify the example.

Like in the container scenario, we produced synthetic data using a simulation
tool. 300 cases were generated where in 27 cases the patient had to be admitted
to a hospital. The recurring measurements start after the 20th week of gestation
until the patient is hospitalized because of the violation of one of the three rules
or giving birth. The measurements are recurring but, opposed to the container
scenario, missing values can occur. Randomly distributed, some patients are
more often measuring than others, some patients weigh themselves every day
while measuring their blood pressure much less frequently and the other way
round. If the blood pressure is elevated (higher than 140/90) through four days,
the regular check for proteinuria is brought forward. After a proteinuria check,
weight and blood pressure is always checked, too. Each check is represented
by an event with attributes attached. We started with data using recurrent
measurement events.

In a first attempt of process mining using the alpha and heuristic miner no
fitting model (according to our understanding) was identified. Parallel checking
of three different values in a loop overcharges these algorithms. We changed to
a genetic mining algorithm [13] and got a fitting model (cf. Fig. 6 as Petri Net)
that can be used for DPA. DPA was not able to find any rules for any of the
three relevant decision points.
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Fig. 6. Multivariate Scenario: Derived petri net model as basis for DPA

a) Systolic blood pressure b) Diasystolic blood pressure

c) Weight d) Proteinurea 

Fig. 7. Multivariate Scenario: Evaluation of variables a) - d)

For a new iteration of the DPATS method, we inserted a decision event
comprising all four attributes thus consolidating the model’s decision point we
want to analyze. DPA was not able to find any rule, most likely due to the
already stated fact that loops present a challenge to DPA.

After that we turned to data mining to improve our data understanding. For
the next iteration of the DPATS method we defined a second analysis round
with a data mining goal for learning the decision. Because the time series have
different length and probably also monitoring times we treat them as vector
of time series data, i.e. four measurements at each time point, and group the
data according to the case ID characterizing the subject and classify the entire
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series as normal or hospital. We started with trend analysis of the series and
produce plots in the four variables as shown in Fig. 7a) – d). Plots a) – c)
lead to the conjecture that going to hospital may be explained by increase in
at least one of the attributes systolic, diastolic and proteinuria. At least for
proteinuria the results are striking. The plots indicate that there is a change
point in the proteinuria series in case of hospitalization. With respect to weight
such a conjecture is not so obvious. Hence we have to think about more complex
models. One option is modeling the intercept of weight increase as a personal
parameter and the slope as a group specific parameter. Another option is to
transform the time series.

Using the second approach we learn that first differences are not sufficient,
mainly because of random fluctuation of the measurements. Hence, we look at
weight increase in longer time periods and find that a period of seven days could
be a good candidate for discrimination of the two groups from a practical point
of view as decision rule for the patients. The behavior of the two groups with
respect to this new attribute is shown in Fig. 8. Also in this case a change point
in the behavior of the series seems to be a good indicator for the groups.

Fig. 8. Multivariate Scenario: Weight change of the last 7 days

Putting all these results together, we attempt to formulate a classification
model with the following response features attributes (i) 0.95 quantiles for
weight, proteinuria, systolic, and diastolic blood pressure; (ii) change points
for weight change in the last seven days, and proteinuria; (iii) slopes of the
weight series. We used not the maximum but the 0.95 quantile for getting more
robustness against single extreme values. For these variables we applied tree clas-
sification, support vector machines and AdaBoost. All classifications were done
with R and 10 fold cross validation was used. Classification trees with 10 fold
cross validation generated a simple decision tree using only the change points of
the variable weightChangeLast7Days. Alternatives for the splits were the slopes
of the weight variable. All patients with hospitalization were correctly classified.
From the 275 time series of persons with normal pregnancy three were misclas-
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sified. An application of boosting and support vector machines produced better
results. However, explanation of the decision from practical point of view is dif-
ficult. Note that in this case we are not in position to learn the classification rule
applied in data generation. In particular, the influence of blood pressure mea-
surements on the decision is not visible, mainly because there are no cases with
only blood pressure effects in the data. Also missing values in blood pressure
hamper the use of that series in the analysis.

As a last iteration we now can use all the gathered information from our data
mining approaches and translate that into aggregated variables to be evaluated
with DPA. For this multivariate application it is possible – but was not necessary
– to aggregate all variables into one decision variable for evaluation like in the
transportation example. But in this case it is advantageous to keep variables
separated as different rules are dependent on combinations of different variables.
As shown before not all rules could be found with the data set at hand, which
was also reflected by the last evaluation step with DPA.

5 Related Work

The DPATS method can be located at the interface of three areas, i.e., process
mining (e.g., [1]), data mining (e.g., [10]), and visual mining (e.g., [9]) as depicted
in Fig. 9. Clearly, for all these areas several approaches exist, also at the interfaces
between the different areas. A combination of process mining and visual mining
is proposed by [14] where mined process models can be compared using difference
graphs as a visual means. DPATS is to the best of our knowledge the first method
to combine all three areas in order to be able to tackle the analysis of time series
data in the context of process mining.

Data Mining

Process
Mining

Visual
Mining

DPA [5]

Difference graph [15]

Visual Analytics [9]

DPATS

Fig. 9. Related research areas
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DPA [5] is based on the combined application of process and data mining,
more precisely, decision trees. In [15], DPA was improved and generalized using
algebraically-oriented procedures for finding complex decision rules with more
than one variable. By contrast, the DPATS method aims at finding new rules
using statistically-oriented empirical methods, augmenting the space of possible
decision functions with attributes through a data-driven search among empirical
models. [16] overcomes other difficulties of DPA like invisible transitions and
therefore certain kinds of loops within the process model or deviating behavior
by control-flow alignment. Our approach differs from that in dealing with time
series data and therefore recurring events that might not be found within existing
log files. Our approach also resolves problems with loops through extending DPA
with data mining techniques to identify aggregation value attributes and defin-
ing new events within the business processes these attributes can be attached
to. Another interesting approach is [17] that addresses the clustering of health
care processes. The DPATS method, by contrast, focuses on the classification of
temporal data occurring in connection with processes.

Log preparation tools cover the extraction and integration of data from dif-
ferent sources as well as data quality improvement, e.g., [18, 19]. Log enrichment
is one possibility to deal with the latter, e.g. in [20] it is proposed to make more
complex time data usable.

6 Conclusions

In this paper, we proposed the DPATS method for analyzing time series data
and process logs by a combined and iterative application of process and data
mining techniques. For equipping and analyzing the logs with time series data,
we discussed the possibilities of log enrichment and extension as well as of keep-
ing log and time series data in a separated way. Log preparation might be more
challenging with real world data, particularly at the presence of complex logs
that are further extended by recurring measurement events reflecting the pro-
duction of time series data. Then the aspect of analyzing expressive constructs,
i.e., time series data, has to be balanced with complexity of the analysis. We will
expand our studies in this direction by applying DPATS in real-world settings.
Candidates are the EBMC2 project (ebmc2.univie.ac,at) on patient treat-
ment or FP7 project ADVENTURE (http://www.fp7-adventure.eu/) from
the manufacturing domain.

The DPATS method features data and visual mining techniques such as
dynamic time warping as main analysis step and is implemented and evaluated
based on use cases from the logistic and medical domain. Several future research
directions such as the inclusion of time sequences and application of the DPATS
method for monitoring process execution during runtime have been discussed.
We will follow up along this line of research.
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