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IVDA, DFKI, Intel VCI

Torsten Möller
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Figure 1: sPDF-maps are a compact multi-resolution image pyramid data structure that sparsely encodes pre-computed pixel neighborhood
probability density functions (pdfs) for all pixels in the pyramid. They enable the accurate, anti-aliased evaluation of non-linear image
operators directly at any output resolution. A variety of operators can be computed at run time from the same pre-computed data structure in a
way that scales to gigapixel images, such as local Laplacian filters for (b,d) detail enhancement or (c,e) smoothing, (f) median filters, (g)
dominant mode filters, (h) maximum mode filters, (i) bilateral filters. The original image (a) has resolution 16, 898⇥ 14, 824 (250 Mpixels).

Abstract

We introduce a new type of multi-resolution image pyramid for
high-resolution images called sparse pdf maps (sPDF-maps). Each
pyramid level consists of a sparse encoding of continuous probability
density functions (pdfs) of pixel neighborhoods in the original image.
The encoded pdfs enable the accurate computation of non-linear im-
age operations directly in any pyramid level with proper pre-filtering
for anti-aliasing, without accessing higher or lower resolutions. The
sparsity of sPDF-maps makes them feasible for gigapixel images,
while enabling direct evaluation of a variety of non-linear operators
from the same representation. We illustrate this versatility for anti-
aliased color mapping, O(n) local Laplacian filters, smoothed local
histogram filters (e.g., median or mode filters), and bilateral filters.

CR Categories: I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism—Color, shading, shadowing, and texture;

Keywords: image pyramids, mipmapping, anti-aliasing, multi-
resolution filtering, display-aware filtering, smoothed local his-
togram filtering, bilateral filtering, local Laplacian filtering
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1 Introduction

The recent increase in the resolution of acquired and computed image
data has resulted in a need for novel multi-resolution techniques, e.g.,
representing, processing, and rendering gigapixel images [Kopf et al.
2007; Summa et al. 2010]. One of the most prevalent types of multi-
resolution image hierarchies are pyramid representations, such as
mipmaps [Williams 1983], or Gaussian pyramids [Burt and Adelson
1983]. Image pyramids store pre-filtered and downsampled versions
of the original image, where the pre-filtering is crucial for avoiding
aliasing. Because standard pre-filters are linear operators, further
linear operators (e.g., further smoothing) can be applied accurately
in any pre-computed pyramid level, as they commute with the pre-
filter. However, this does not apply to non-linear operators, such
as color mapping or edge-preserving filters. In this case, one has
to process the original image and re-compute the pyramid. This is
impractical for gigapixel images, especially when the goal is the
interactive display of processed images at a lower output resolution,
which is becoming more important as the gap between the acquired
image and display resolutions widens. Therefore, in such a scenario
all operators are usually applied directly at the output resolution.
Nevertheless, downsampling the image first using a standard pre-
filter, e.g., bicubic, followed by a non-linear operation, can introduce
false colors. These artifacts due to resampling are a form of aliasing,
though not of the same kind as the well-known moiré patterns. A
naive solution would be to remove the pre-filter and resort to nearest-
neighbor downsampling, but then moiré patterns would appear.

This paper introduces sparse pdf maps (sPDF-maps), which are
probabilistic image pyramids that sparsely encode probability den-
sity functions (pdfs) of local pixel neighborhoods. Our main goals
are (1) the accurate evaluation of non-linear operators at any output
resolution, and (2) scalability to gigapixel images. The sPDF-map
representation is computed in a pre-computation stage. However, at
run time different operators with arbitrary parameter settings can be
evaluated interactively. sPDF-maps enable the accurate evaluation
of non-linear operators directly at any resolution without accessing
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Figure 2: Non-linear operator evaluation from pdfs encoded as sPDF-map coefficients. The original signal (a) is represented in coarser
pyramid levels by coefficients in the (space ⇥ range) domain (b). A non-linear operator, such as bilateral filtering, is evaluated via (c) spatial
convolution of the coefficients, and (d) computing the expectation of each pixel (blue) as the sum of look-ups in pre-computed 1D functions.

higher or lower resolutions. This property makes our approach fully
scalable to gigapixel images. Efficient out-of-core processing and
rendering are greatly facilitated by only having to load the visible im-
age tiles of the desired output resolution. In this context, a drawback
of other multi-scale representations such as wavelets, e.g., [Fattal
2009], is that they always require accessing multiple scales.

Each pyramid level of an sPDF-map comprises a set of coefficients
that sparsely represent the 2D image domain combined with its 1D
range (i.e., intensities). Such a combined 3D domain was previously
exploited for fast bilateral filtering [Paris and Durand 2006; Chen
et al. 2007]. Non-linear operators in the 2D image domain can then
be evaluated from linear convolutions in the 3D sPDF-map domain.
We compute the sPDF-map coefficients via Matching Pursuit [Mallat
and Zhang 1993], which is common in sparse signal representation.
In fact, our representation is so sparse that we usually require no
more coefficients than image pixels. Despite this compactness, our
representation implicitly represents the entire continuous 1D pdf
associated with each image pixel. See Fig. 2 for an overview.

We present a general method that uses the sPDF-map coefficients
for the efficient and accurate evaluation of a variety of non-linear
operators in the combined (space ⇥ range) domain, with the range
being continuous (Fig. 2). We introduce the sPDF-map data struc-
ture, which compactly stores the coefficients in a manner similar to
standard image pyramids. This facilitates efficient parallel imple-
mentation on GPUs. We demonstrate the versatility of sPDF-maps
for color mapping, edge-aware processing with local Laplacian fil-
ters [Paris et al. 2011], smoothed local histogram filters [Kass and
Solomon 2010], and bilateral filters [Chen et al. 2007]. Our method
unifies all of these operations, enabling their computation with arbi-
trary parameters from the same pre-computed data structure.

Main contribution. Our work is the first to consistently and com-
pactly store a pre-computed representation of the continuous 1D
probability distribution describing the neighborhood of each image
pixel in each level of an image pyramid, while providing efficient and
easy means for directly using this pdf representation for non-linear
operator evaluation anywhere in this multi-resolution hierarchy.

2 Related Work

Mipmaps [Williams 1983] are pre-computed texture pyramids
that enable efficient pre-filtering for anti-aliasing in texture map-
ping [Heckbert 1989]. In contrast to using multi-scale decompo-
sitions for image processing, mipmaps focus on using any desired
resolution directly. This is also an important property of sPDF-maps,
but the encoding of probability distributions enables us to faithfully
apply non-linear operators after the pre-computed pre-filtering.

Image pyramids such as Gaussian and Laplacian pyramids [Burt
and Adelson 1983] target multi-scale analysis and filtering. Multi-
scale image decompositions can also be computed via edge-

preserving filters, e.g., for shape and detail enhancement [Fattal
et al. 2007]. A very powerful family of multi-scale representa-
tions are wavelets [Mallat 2009], which can be adapted to better
observe edges, e.g., edge-avoiding wavelets [Fattal 2009], or à-trous
wavelets [Hanika et al. 2011]. Our goal, however, is the direct evalu-
ation of non-linear operators at any desired output resolution, which
enables their scalable evaluation for gigapixel images [Kopf et al.
2007], whose display, filtering, and processing is an active area of
current research [Kazhdan and Hoppe 2008; Summa et al. 2010].

Anti-aliasing. Our main goal is preserving the non-linearity of im-
age operations in a pyramid of images that have been pre-filtered for
anti-aliasing [Crow 1977]. Our approach is conceptually equivalent
to knowing subpixel coverage and weighting subpixel contributions
accordingly [Carpenter 1983]. For shadow mapping, this is equiva-
lent to percentage-closer filtering [Reeves et al. 1987]. We represent
the entire range of pixel values, although we “forget” the exact pixel
locations like locally orderless images [Koenderink and Van Doorn
1999]. In contrast, many methods represent only Gaussian distribu-
tions faithfully [Donnelly and Lauritzen 2006; Younesy et al. 2006].

Non-linearity of shading. An important non-linear operation in
graphics is shading. Computing pre-filtered normal maps is a hard
problem. Approaches in this area that are similar to ours are fitting
the underlying distribution of normals [Han et al. 2007], or the
distribution of reflectance (BRDFs) [Tan et al. 2008]. Both of these
approaches use expectation maximization (EM) for fitting, whereas
we obtain a sparse representation via Matching Pursuit [Mallat and
Zhang 1993]. A major difference of sPDF-maps is that they exploit
coherence between neighboring pixels in the 3D (space ⇥ range)
domain, which leads to very few coefficients, whereas all previous
approaches are fitting the distribution of each pixel individually.

Local Laplacian filters enable powerful edge-preserving filtering
via simple non-linear operators [Paris et al. 2011]. sPDF-maps allow
these filters to be evaluated for gigapixel images at near-interactive
rates, by computing each Laplacian pyramid coefficient directly.
This results in O(n) complexity, instead of the original O(n log(n)).
Recent work by Aubry et al. [2011] also presents an O(n) approach,
however at the cost of storing multiple pre-computed pyramids.

Bilateral filtering [Tomasi and Manduchi 1998] is a non-linear
weighting of the neighborhood N (p)1 of a pixel p, with intensity
Ip, with Gaussians G�s (spatial weight) and G�r (range weight):

Ibilat.
p =

1

wp

X

q2N (p)

G�s (kp� qk)G�r (|Ip � Iq|) Iq, (1)

normalizing with the sum of all weights wp. This equation is non-
linear, because the intensity Iq appears in the argument of G�r (·).
It can be computed from linear convolutions by going from the

1Technically, the sum is over the whole image, but we use a neighborhood
N (p) in 2D (N3(p, Ip) in 3D) to be closer to the actual implementation.
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Figure 3: Overview of the sPDF-map pipeline. The input image is lifted from the 2D spatial domain into the 3D (space ⇥ range) domain. We
then apply range smoothing via the filter K. Next, we compute an intermediate dPDF-map Hj , by iteratively applying the spatial pre-filter W
and downsampling. The dPDF-map is then transformed into an sPDF-map using Matching Pursuit. Each level of an sPDF-map comprises
sPDF-map coefficients stored as a pair of index and coefficient images. At run time, non-linear operators are evaluated using these coefficients.

2D spatial domain to the 3D (space ⇥ range) domain, and using
homogeneous notation for normalization [Paris and Durand 2006]:

h
wpI

bilat.
p , wp

i
=

X

(q,Ib)2N3(p,Ip)

G(�s,�r)

�
(p, Ip)� (q, Ib)

�
˜I (q, Ib), (2)

with quantized intensity bins b (1  b  B) with intensities Ib,
and ˜I(q, Ib) = [Iq, 1], if Iq maps to bin b, and [0, 0] otherwise.
G(�s,�r)=(G�s ⌦G�s)⌦G�r , where ⌦ is the tensor product.

sPDF-maps also operate in the (space ⇥ range) domain. However,
they represent a continuous range axis, which we denote as r (instead
of Ib), whereas a bilateral grid [Chen et al. 2007] quantizes the range
with B bins. In fact, each pyramid level of an sPDF-map can be
dynamically sampled into a bilateral grid of any range quantization.
Also, the bilateral grid leverages coarse-resolution computations for
higher performance, whereas we are interested directly in coarser
output images, like display-aware approaches [Jeong et al. 2011].

Histograms are often employed as a compact, quantized representa-
tion of distributions. For example, Thompson et al. [2011] use pixel
histograms (hixels) in the context of representing data uncertainty.

Smoothed local histograms estimate the local distribution of pixel
values, which enables a variety of non-linear filters [Kass and
Solomon 2010]. Channel smoothing [Felsberg et al. 2006] is a simi-
lar robust filter. We compute normalized smoothed local histograms
for the initial estimation of sampled pdfs, but our sPDF-maps repre-
sentation then only stores sparse coefficients that represent continu-
ous pdfs. The smoothed local histogram of a pixel p is defined as:

hp(Ib) =
X

q2N (p)

W (p� q)K (Ib � Iq), (3)

where the kernel K sums to one and smoothes the histogram, and
the kernel W performs smoothing in the spatial domain [Kass and
Solomon 2010]. We will exploit that Eq. 3 can also be considered in
the continuous range r, instead of quantized histogram bins b.

3 Method Overview

Basic intuition. Our goal is to apply non-linear image operators at
coarse image levels without sacrificing accuracy. Similarly to the
linearity of Eq. 2 vs. the non-linearity of Eq. 1, this is possible by
pre-filtering and downsampling the 3D (space⇥ range) domain of an
image, instead of its 2D spatial domain. We therefore substitute each
pixel p by a 1D function pdfp(r) that describes the entire range r.

Basic setup. We consider a given pixel p with neighborhood N (p).
We take a probabilistic viewpoint, and consider the pixel value at p
to be a continuous random variable Xp. We describe the distribution
of Xp by its probability density function pdfp(r), informed by the
pixel values in the neighborhood N (p). We then have two basic
goals: First, we want to come up with a compact representation for
the pdfp(r) of every p that, despite its compactness, allows for easy
access. Second, given this representation, we want to use it directly
for the evaluation of a variety of non-linear image operations.

Non-linear image operations. Given pdfp(r), we will show that
we can compute the result of many non-linear operations as the
expectation of a suitably chosen function tp applied to the random
variable Xp, using an appropriate normalization factor wp:

E [tp (Xp)] =
1

wp

Z 1

0

tp(r)pdfp(r) dr. (4)

With tp(r) = r and wp = 1, Eq. 4 simply computes E [Xp], the
expected value of the random variable Xp. In order to gain intuition,
we consider evaluating a bilateral filter. We can estimate pdfp(r) as
the normalized smoothed local histogram hp(r) (Eq. 3), with the
spatial filter W = (G�s⌦ G�s) (see Eq. 1), and K as the Dirac-
delta �0(r). We can then evaluate a bilateral filter using Eq. 4 with:

tp(r) = r ·G�r (|Ip � r|) , and wp =

Z 1

0

tp(r)

r
pdfp(r) dr,

(5)

using the range weight G�r from Eq. 1. In this way, the spatial
smoothing via G�s is contained in pdfp(r), while the range weight-
ing of the bilateral filter is contained in the particular choice of tp(r).

Smoothed histogram volumes. In order to prepare for carrying out
operations in 3D instead of in 2D, we define a smoothed histogram
volume H(p, r) as:

H(p, r) =
1

wp
hp(r), with wp =

Z 1

0

hp(r) dr, (6)

with hp(r) defined by Eq. 3, in the continuous range r, and wp used
to guarantee proper normalization.

sPDF-map coefficient volumes. In analogy to the volume ˜I(p, Ib)
in Eq. 2, we define a sparse volume V (p, r) that is non-zero only at
specific positions (pn, rn), i.e., V (pn, rn) = cn with cn 6= 0. We
then represent V solely by the set of tuples (pn, rn, cn), which we



call sPDF-map coefficients (see Fig. 2). We compute a V (p, r) that
is as sparse as possible, while approximating H(p, r) well via:

H (p, r) ⇡
X

(qn,rn,cn)
qn2N (p)

(W ⌦K)

�
(p, r)� (qn, rn)

�
V (qn, rn)

= V ⇤ (W ⌦K), (7)

where ⇤ denotes a convolution, and (W ⌦K) is a 3D kernel.

A crucial property of our approach is that coefficients influence a
neighborhood of pixels N (p) as determined by the spatial kernel W,
instead of individual pixels. This reduces the number of required
coefficients by exploiting coherence in the (space ⇥ range) domain.
Sec. 5 describes how we compute V (p, r). For now, we assume that
we know the set of sPDF-map coefficients (pn, rn, cn).

Non-linear operations with sPDF-map coefficients. Instead of
computing the pdfp(r) = H(p, r) explicitly from V (p, r), we plug
the convolution from Eq. 7 directly into Eq. 4. Also exploiting the
separability of (W ⌦K) then allows us to rewrite Eq. 4 as:

E [tp (Xp)] =
1

wp

Z 1

0

˜tp(r) (V ⇤W ) dr, with ˜tp = tp ⇤K.

(8)

This formulation has moved the range convolution with K into
the new function ˜tp. Since V (p, r) only consists of sparse coeffi-
cients (pn, rn, cn), Eq. 8 can be computed exactly as the sum:

E [tp (Xp)] =
1

wp

X

(qn,rn,cn)
qn2N (p)

˜tp(rn)W (p� qn)V (qn, rn). (9)

In order to evaluate a non-linear operator, we therefore first define a
suitable function tp and convolve it with the range smoothing ker-
nel K to obtain ˜tp. Then, we evaluate Eq. 9, which is a simple sum
over all sPDF-map coefficients, multiplying each coefficient with
the spatial smoothing weight W, times the look-up result from ˜tp.

Image pyramids store a pre-computed hierarchy of images
smoothed and downsampled in the spatial domain. sPDF-maps
are similar pyramids, but additionally smooth and represent the
range r of the image. For each pixel p, the function pdfp(r) repre-
sents the pixel values in the neighborhood of p corresponding to its
footprint [Greene and Heckbert 1986] in the original image (Fig. 4).

sPDF-maps pipeline overview. Our pipeline for computing and
using sPDF-maps is illustrated in Fig. 3. The smoothing in the range
and in the spatial domain, respectively, are computed in two different
stages. The initial step computes a smoothed histogram for each
pixel in the original image, with a spatial neighborhood of 1 ⇥ 1

pixel and without spatial smoothing. The required quantization rate
is determined by the amount of range smoothing applied.

histogram smoothing estimated pdf sparse pdf 
approximation

convolution

Figure 4: Pixel neighborhoods in sPDF-maps and dPDF-maps.
The pdf of each pixel represents the neighborhood (footprint) of the
pixel in the original image. Continuous pdfs are initially estimated
as discrete smoothed local histograms, but then represented by
sPDF-map coefficients in the combined (space ⇥ range) domain.

In the next step, an intermediate dense pdf map is computed by
iteratively applying a spatial pre-filter and downsampling (Sec. 4).
The pre-filter size is determined to match the desired footprint of
each pixel (Fig. 4). These two steps together result in smoothed
histograms that estimate the pdfp(r) that we require. The dense pdf
map is then converted into an sPDF-map level by level, by iteratively
computing sPDF-map coefficients (pn, rn, cn) (Sec. 5). After the
sPDF-map has been computed, the dense pdf map is discarded.

4 Dense PDF Maps

We call a pyramid of smoothed histogram volumes Hj(p, r), con-
sisting of pyramid levels j, a dense pdf map (dPDF-map). As in
most image pyramids, from level j to j + 1 we decrease the spatial
resolution by a factor of two in each axis. However, the range axis r
is always sampled with B samples, such that every Hj comprises B
image layers. Each layer b corresponds to histogram bin b for all
pixels in level j. The choice of B does not have to correspond to
the quantization of the intensity axis of the original image. Since
we perform range smoothing, a sampling rate that guarantees proper
signal representation can be chosen depending on K (Eq. 3).

The dPDF-map is the first step to building an sPDF-map. It is a
dense representation of the normalized local histograms. Later, we
compute a sparse approximation of it, which is the sPDF-map that
we actually use at run time.

We note that each Hj is similar to the homogeneous channel of a
bilateral grid [Chen et al. 2007].

4.1 Pixel neighborhoods in dPDF-maps

The spatial filter W in a regular smoothed local histogram (Eq. 3)
corresponds to the desired spatial neighborhood size and smoothing,
as discussed by Kass and Solomon [2010]. However, for computing
a dPDF-map, we define W to act as the spatial pre-filter for coarser
pyramid levels. Thus, W defines the neighborhood of each pixel p
as the footprint of p in the original image. This is illustrated in Fig. 4.
In principle, any spatial pre-filter W can be chosen for dPDF-map
computation. Due to their straightforward iterative evaluation, we
use the 5⇥ 5 Gaussian-like filter of Burt and Adelson [1983], or the
2⇥ 2 box filter commonly used in mipmapping [Williams 1983].

4.2 Iterative dPDF-map computation

In principle, every pyramid level j of a dPDF-map can be computed
directly from the original image. However, it is more efficient to
compute the pyramid iteratively, i.e., computing each level j with
j > 0 from (j � 1), where j = 0 corresponds to the original
image resolution. This is analogous to the iterative computation of
mipmaps and Gaussian pyramids. However, instead of smoothing
and downsampling a regular image in each level j, the computation
of a dPDF-map requires doing this for each image layer b.

Separable smoothing in space and range. Instead of computing
the spatial smoothing (W ) and the range smoothing (K) together as
in Eq. 3, we perform these two steps separately, using the approach
depicted in Fig. 3 1 and 2 . We first compute the smoothed his-
togram volume for level j = 0, i.e., H0(p, r), using Eq. 3 for each
pixel p. However, we do not perform spatial smoothing in this step,
i.e., we set W to a 1 ⇥ 1 box filter. We perform range smoothing
using a Gaussian kernel, i.e., K = G�r . In the next step, we com-
pute all downsampled levels j with j > 0 iteratively. Each Hj(p, r)
is computed from Hj�1(p, r), by applying the spatial smoothing
kernel W to each of the B image layers, followed by downsampling
by a factor of two in each spatial axis.



Formally, we lift the input image I(p) into a volume ˜I(p, r) with
˜I(p, r) = 1 when r = Ip, and zero otherwise, and compute Hj as:

H0 =

˜I ⇤K, (10)
Hj = 2#�Hj�1 ⇤W

�
for all j > 0, (11)

where 2# performs spatial downsampling by a factor of two.

5 Sparse PDF Maps

Storing gigapixel images as dPDF-maps is not feasible, because
each Hj consists of B image layers. Therefore, our goal is to
compute a sparse pdf map (sPDF-map) from the dPDF-map, and
discard the dPDF-map afterward. The sPDF-map also consists of
pyramid levels j, comprising the sparse volumes Vj(p, r).

sPDF-map pyramid levels and coefficients. In contrast to a dPDF-
map, each pyramid level of an sPDF-map solely consists of the
sparse set of sPDF-map coefficients (pn, rn, cn) introduced in
Sec. 3. The set of coefficients of level j can be used directly with
Eq. 9 in order to evaluate non-linear image operations in level j
without accessing other pyramid levels. We compute each level j of
the desired sPDF-map directly from its corresponding level j in the
input dPDF-map. Each level is completely independent of all other
pyramid levels, which facilitates out-of-core approaches.

sPDF-map computation. For each pyramid level j, our goal is to
compute the sparse volume Vj(p, r) represented by the smallest
set of sPDF-map coefficients (pn, rn, cn) that well approximate a
pre-scribed dPDF-map level Hj(p, r) in the L2 sense, when Hj is
computed using Eq. 7. We thus quantify similarity using the L2

distance between each dPDF-map level Hj , and its approximation
based on the corresponding coefficients (pn, rn, cn):

E(Vj) = kHj � Vj ⇤ (Wj ⌦K)k, (12)

where (Wj ⌦ K) acts like (W ⌦ K) in Eq. 7. However, in this
context we will call the spatial kernel Wj the reconstruction filter.
(Wj ⌦K) is the basis function used for fitting, which is then used
later for image reconstruction. Note that Wj does not have to match
the pre-filter W used in the dPDF-map computation (Eq. 11). In
principle, Wj can also be chosen independently for each sPDF-map
level j, but we currently use the same Gaussian kernel for all levels.

5.1 Computation of sPDF-map coefficients

In order to compute the sparse volume Vj(p, r) of each sPDF-
map level j, we use the Matching Pursuit algorithm of Mallat and

Algorithm 1 Data fitting via Matching Pursuit

Input: dense histogram volume Hj

Output: sparse volume Vj given by a list of triplets (pn, rn, cn)
1: E = kHjk;
2: n = 0; chunk = 1;
3: while E > " and chunk  max chunks do
4: Vj  ;
5: while n < chunk ·mj do
6: find (pn, rn) that maximizes the inner product of Eq. 13

cn = hHj(s, r), (Wj ⌦K) ((s, r)� (pn, rn))i
7: Hj  Hj � cn(Wj ⌦K) (pn, rn);
8: E  kHjk;
9: Vj  Vj [ (pn, rn, cn)

10: n n+ 1;
11: end while
12: Vj(chunk) Vj ; chunk chunk + 1;
13: end while

a b c

Figure 5: sPDF-maps vs. image pyramids. An image pyramid (a)
consists of a single image per level. Each level of an sPDF-map
(b) comprises pairs of index and coefficient images that store the
sPDF-map coefficients describing the (space ⇥ range) domain (c).

Zhang [1993]. Matching Pursuit is a greedy iterative algorithm that,
in our framework (Algorithm 1), finds a position (pn, rn) at each
step of the iteration, such that the inner product of the basis function
(Wj ⌦K) centered at (pn, rn) with Hj is maximized:

(pn, rn) = argmax

(q,i)2D(Hj)
hHj(s, r), (Wj ⌦K) ((s, r)� (q, i))i.

(13)

Finding each (pn, rn) requires an exhaustive search over all possible
(q, i) in the domain of Hj(p, r). The corresponding cn is then
computed as given in Algorithm 1. In practice, we only try a discrete
set of range positions i for each q, and sample the L2 errors at
even fewer range positions r. Denoting the input quantization by B
(e.g., B = 256 for 8-bit images), our implementation considers B
different i, and computes the L2 errors at B/16 different r.

5.2 sPDF-maps data structure

In order to store the Vj(p, r) efficiently and facilitate GPU imple-
mentation, we define the data structure illustrated in Fig. 5b, mim-
icking the basic geometry of a standard image pyramid (Fig. 5a). In
contrast to standard image pyramids, each level j of an sPDF-map
consists of one or multiple coefficient chunks, each of which is stored
as a pair of images: an index image, and a coefficient image. Fig. 5b
depicts a single coefficient chunk, i.e., one such image pair per level.

Coefficient chunks. We define the concept of a coefficient chunk in
order to be able to store all data comprising an sPDF-map in images
and facilitate parallel image reconstruction on GPUs. Each coeffi-
cient chunk is simply a sequence of mj coefficients (pn, rn, cn),
where mj is the number of image pixels in level j. Therefore, in-
stead of computing a single sequence of coefficients, Algorithm 1
computes coefficients in multiples of coefficient chunks. When only
a single chunk is computed, this implies that there is exactly one
coefficient per image pixel on average. That is, some pixels might
not have any coefficients, whereas other pixels might have multiple
coefficients, but the total number of coefficients equals the total num-
ber of pixels. When two coefficient chunks are computed instead,
there will be two coefficients per pixel on average, and so on.

In principle, coefficients could be represented as a stream of coeffi-
cients, but our choice of grouping coefficients into chunks enables
storing all coefficients in images. This guarantees a constant memory
overhead per pixel and facilitates using 2D textures on GPUs.

Index and coefficient images. The sequence of coefficients com-
puted by Algorithm 1 is sorted in order of descending inner prod-
uct. However, this order does not facilitate efficient parallel recon-
struction. In each chunk, we therefore reorder the coefficients by
gathering all coefficients of each pixel p into consecutive memory
locations. We then tightly pack (in scanline order) all coefficients



Figure 6: Fitting quality of sPDF-maps. (a) Flower image (512⇥512). We evaluate sPDF-map level 1 (256⇥256). We show the distribution
of coefficients for (b) the first coefficient chunk, and (c) the second chunk (64K coefficients each). White maps to 9 coefficients. We compare
E[Xp] computed from the sPDF-map with the one from the dPDF-map. (d) shows the scaled difference between these two images with one (left
half) and two (right half) coefficient chunks. For one chunk, the RMSE between the two images is 2.39, PSNR 40.57. For two chunks the RMSE
is 2.22, PSNR 41.20. (e) the green curve shows how the initial RMSE of 93.75 between the two expected value images decreases as coefficients
are added, the blue curve shows how the initial RMSE of 0.0113 between the dPDF-map and its approximation by the sPDF-map decreases.
These errors are for the downsampled luminance channel of (a) using a 5⇥ 5 Gaussian for downsampling (W ) and reconstruction (Wj).

of all pixels into the coefficient image C(·) of this chunk. In order
to remember where the coefficients of each pixel p are stored, we
also construct an index image X(p) that stores a pair of values
(index, count)p for each p: the position of the first coefficient of p
in the coefficient image: indexp, and the number of coefficients of p:
countp. Each entry in C(·) then simply consists of the pair (rn, cn),
because pn from the tuple (pn, rn, cn) is implicit in X(p).

The coefficients (rn, cn) of pixel p are therefore enumerated as
follows: C (X(p).index) .. C (X(p).index +X(p).count� 1).

6 Image Reconstruction

Given the set of sPDF-map coefficients (pn, rn, cn), which com-
prise the sparse volume Vj(p, r), we can reconstruct the output
image corresponding to various non-linear operations using Eq. 9.
The non-linear operator is determined by the choice of function
tp(r) and the normalization wp. However, exploiting the properties
of different classes of operators, and the corresponding definitions
of tp(r), enables different strategies and conceptual optimizations.

6.1 Global functions

The simplest non-linear operator applies the same function t to every
pixel p, i.e., tp(r) = t(r) for all p. A global t is sufficient to apply
arbitrary global re-mapping functions, e.g., color maps. In this case,
the spatial convolution in Eq. 9 does not need to be computed for
every coefficient individually. We can rewrite Eq. 9 as:

E [t(Xp)] =
1

wp

X

q2N (p)

Wj (p� q)
X

(qn,rn,cn)
q=qn

˜t(rn)V (qn, rn). (14)

Remember that V (qn, rn) = cn. Since t is the same everywhere,
the second sum can be computed once per pixel p, and then used in
all spatial convolutions. This enables evaluating Eq. 14 as follows
(setting wp = 1). We first compute two images T (p) and N(p) as:

T (p) =
X

(pn,rn,cn)
p=pn

˜t(rn)cn, and N(p) =
X

(pn,rn,cn)
p=pn

¯K(rn)cn, (15)

where ¯K(r) =
R 1

0
K(x� r) dx is the integral of K centered at r

and clamped to the range [0, 1]. We compute N(p) in order to enable
proper normalization, since the fitting operation of Algorithm 1 does
not guarantee pdfs that sum exactly to one. Then, both images are

individually convolved with Wj , and the output image is obtained
by dividing each pixel in T by the corresponding weight in N :

E [t(Xp)] =

�
T ⇤Wj

�
(p)

�
N ⇤Wj

�
(p)

. (16)

Color mapping. We can compute the result of anti-aliased color
mapping by simply using the color map as t(r) (handling each
channel individually). Both ˜t(r) = t(r) ⇤K and ¯K(r) can be pre-
computed, because they are the same for all pixels. Computationally,
we only have to perform a look-up in ˜t(r) and ¯K(r) per coefficient,
sum the weighted look-ups for each pixel, perform a 2D convolution
for T and N each, followed by one division per pixel. Despite its
simplicity, this approach accurately evaluates Eq. 8 for any global t.

6.2 Local functions

If the function tp(r) is different for every pixel p, the simplification
of Eq. 9 described in the previous section cannot be used directly,
because the spatial convolution must not mix different tp.

Local Laplacian filters can be computed via Eq. 9 by defining the
function tp(r) to be the re-mapping function for each pixel p (Paris
et al. [2011], Sec. 5.2, Fig. 6). These functions perform local contrast
adjustment around each pixel p, depending on its intensity Ip, which
we compute as E[Xp] (Sec. 3). Apart from the inaccuracies caused
by Algorithm 1, no normalization is necessary, i.e., conceptually
wp = 1 (Eq. 8). However, in practice a normalization factor wp 6= 1

must be computed and divided by, with ¯K(r) as defined above:

wp =

X

(qn,rn,cn)
qn2N (p)

¯K(rn)Wj (p� qn) cn. (17)

We note that the computation of each Laplacian coefficient depends
on an upsampling step of Gaussian pyramid coefficients, because
it is obtained as the difference between Ip from level j and the
corresponding upsampled intensity from (j+1). It is important that
for each upsampled pixel p in pyramid level j, the corresponding
neighborhood in level (j + 1) is re-mapped with the same tp(r).

Bilateral filters can be computed via Eq. 9 and the definitions of
tp(r) and wp given in Sec. 3. However, the spatial kernel W must
include both the reconstruction kernel Wj and the spatial neighbor-
hood of the bilateral filter (Wbl). Both can either be pre-convolved
(W = Wbl ⇤Wj) or be evaluated in two successive steps. Alterna-
tively, instead of evaluating the bilateral filter directly, it is possible



Image Resolution Size [Mpix.] Pyramid Levels Overhead [Mpix.] Pre-Computation [s/Mpix.]
Night Scene 47, 908⇥ 7, 531 361 17 120 127
Bellini 16, 898⇥ 14, 824 250 16 83 133
NASA Bathymetry 21, 601⇥ 10, 801 233 16 77 128
Machu Picchu 9, 984⇥ 3, 328 33 15 11 132
Rock 876⇥ 584 0.51 11 0.17 139
Beach 800⇥ 533 0.43 11 0.14 135
Flower 800⇥ 533 0.43 11 0.14 142
Barbara 512⇥ 512 0.26 10 0.09 138
Salt and Pepper Noise 320⇥ 428 0.14 10 0.05 143

Table 1: Images in this paper with corresponding sPDF-map properties and pre-computation times. The overhead column gives the total
number of pyramid pixels (in Mpixels) in addition to the original image size. This is the same number of additional pixels required by a regular
mipmap or Gaussian pyramid. For each of these additional pyramid pixels, every sPDF-map coefficient chunk requires 64 bits of storage per
pixel in our current implementation. All our result images use a single coefficient chunk, except where indicated in Fig. 12 and Fig. 13e-m.

to dynamically compute a bilateral grid [Chen et al. 2007] from an
sPDF-map, similar to the histogram slicing process described below.
This enables all performance optimizations of the bilateral grid.

6.3 Histogram slicing

Smoothed local histogram filters [Kass and Solomon 2010] are
computed from histograms hp(Ib) as defined by Eq. 3. sPDF-maps
support this kind of filter by simply sampling the continuous pdfp(r)
from the sPDF-map into the hp(Ib) for each pixel p. This can be
done with an arbitrary sampling rate B without changing the sPDF-
map. We call this process slicing the sPDF-map into histogram bin
images Hb(p), each of which contains a bin b, i.e., hp(Ib), for all p.
Each bin image can be computed identically for all p by evaluating
Eq. 8 using the Dirac-delta tp(r) = t(r) = �Ib(r) and wp = 1.

Because the required function t(r) is the same for all p, each bin im-
age can be computed as follows: First, we compute an intermediate
slice coefficient image Sb(p) corresponding to bin b, as:

Sb(p) =
X

(pn,rn,cn)
p=pn

�
�Ib ⇤K

�
(rn)V (pn, rn) =

X

(pn,rn,cn)
p=pn

K(Ib � rn)cn,

(18)

which sums up the contributions of all coefficients of pixel p,
weighted by a look-up into the range kernel K corresponding to Ib.
Each Sb(p) must then be convolved by W :

S⇤
b (p) =

�
Sb ⇤W

�
(p), (19)

where the desired spatial histogram neighborhood (Wsh) can either
be computed at the same time (W = Wsh ⇤Wj), or in two succes-
sive convolution passes. In order to obtain a normalized smoothed
histogram that represents a pdf, each intermediate bin image must
then be normalized by the sum of all bin images. This yields the
final histogram bin image Hb(p) of each bin b as:

Hb(p) =
S⇤
b (p)

N(p)
with N(p) =

BX

b=1

S⇤
b (p). (20)

Using different look-up tables for the range kernel K, includ-
ing derivative and integration kernels as used by Kass and
Solomon [2010], using the appropriate normalization, enables all
smoothed local histogram filters to be evaluated via an sPDF-map.

7 Implementation and Performance

In order to support the computation of sPDF-maps of gigapixel
images using a limited memory footprint, we have implemented the
entire pipeline depicted in Fig. 3 in an out-of-core fashion.

7.1 Pre-computation

dPDF-map level j = 0. The first step is reading the input image,
conceptually computing the corresponding volume ˜I (Sec. 4.2), and
applying the range kernel K to compute sPDF-map level 0, i.e., H0.
In order to make this scalable, we read the input image one scanline
at a time. For each pixel p, we directly compute its contribution
to H0 by applying the range filter K. This results in a plane of
H0 in (space ⇥ range) for each scanline. Instead of writing each
plane to disk immediately, we accelerate disk access by avoiding
interleaving reads from the input with writes to the output. We
forward each plane to a simple caching system that only writes to
disk when a user-defined memory limit is exceeded. This guarantees
zero overhead for images that can easily be processed in-core.

Reformatting into tiles. We want to store each dPDF-map level as
a collection of tiles, with a tile size of (n + o) ⇥ (n + o) pixels,
where n denotes the inner area of a tile, and o denotes an overlap
region that is replicated amongst neighboring tiles. In order to do
this, we collect the corresponding planes of H0 computed above,
and for each tile re-arrange them into a stack of B slice images that
sample the range. In our implementation, we are using an inner
tile size of n = 256, and an overlap of o = 8, which facilitates
straightforward upsampling in Gaussian pyramids without accessing
neighboring tiles. The overlap depends on the size of the spatial
filters that must be evaluated. Our relatively small tile size ensures
that the tiles fit into the L1 cache of the processor and can also be
used directly by the tiled rendering system for image reconstruction.

dPDF-map levels j with j > 0. To compute one new level in the
dPDF-map, 2 ⇥ 2 tiles are loaded at a time, and downsampled to
a single tile by applying the kernel W (Sec. 4.1). This is repeated
until all tiles comprising level j have been processed. Instead of
writing each downsampled tile directly to disk, it is passed to our
cache which is flushed to disk once it exceeds a pre-defined size. In
this way, the full pyramid is computed incrementally by applying
the same operation to the downsampled tiles until only a single tile
is left. Finally, this tile is iteratively downsampled to a single entry.

sPDF-map computation. Next, we compute the sPDF-map from
the dPDF-map tile by tile. Because we process each tile indepen-
dently, our approach naturally scales to images of arbitrary resolu-
tion. In every iteration of Algorithm 1, the best position (pn, rn)
with its corresponding coefficient cn must be computed by finding
the (pn, rn, cn) that reduces the residue E the most. A straight-
forward but inefficient way of doing this is just going through all
possible (pn, rn), computing the coefficients and residue decreases,
then choosing the position and coefficient with the highest decrease.
Another alternative is to keep a priority queue of the residue de-
creases for all possible positions. However, this queue can quickly



Figure 7: Color mapping. (Top row) Gray-scale 21, 601 ⇥ 10, 801 (233 MPixels) bathymetry image from the NASA Blue Marble col-
lection [NASA 2005]. (Center row) Anti-aliased color mapping computed from the sPDF-map; (Bottom row) Standard pre-filtering and
downsampling followed by color mapping: coarser resolutions introduce wrong colors, and whole structures are changing or disappearing.

become too large to be practical and can be slow to maintain. In-
stead, we subdivide each tile of the dPDF-map into smaller cubical
blocks in (space⇥ range) and track the optimal positions and residue
decreases for each block in a small list. For each iteration, we then
perform a parallel reduce step on the list to determine the maximum
residue decrease and the corresponding position. We maintain this
list continuously, and update all affected entries whenever the residue
is modified. To improve efficiency further, we have implemented
this approach on the GPU using CUDA.

7.2 Image reconstruction

Our implementation computes the output image E[tp(Xp)], given
various tp(r), from the sPDF-map representation on the GPU using
CUDA. We create a thread for every output pixel p, and compute
the necessary intermediate images, as well as the final image, by
evaluating the equations given in Sec. 6. Each thread accesses all
coefficients that are required to compute E[tp(Xp)] for its output
pixel p by first accessing the corresponding pixel in the index image
X(p), and then enumerating and fetching all pairs (rn, cn) from the
coefficient image C(·) (Sec. 5.2). The required functions ˜tp(r) =
tp(r) ⇤K are pre-computed and stored in 1D arrays.

7.3 Performance and memory consumption

We have found that in general our fitting procedure (Algorithm 1)
converges quite quickly (see Fig. 6e). It is usually sufficient to
compute just one chunk of sPDF-map coefficients. Using more
chunks does not dramatically improve the fitting quality for most
images. Exceptions are images such as Fig. 12a and Fig. 13e.

The pre-computation time for sPDF-maps, as well as memory con-
sumption, are summarized in Table 1 for various images. On an
NVIDIA GTX 580 GPU, we currently require about two minutes to
compute an sPDF-map with one coefficient chunk for one Mpixel.
This time scales linearly both with image size and number of chunks.
While we consider this pre-processing time feasible for large im-
ages, we believe using an optimized fitting algorithm could improve

performance. In our implementation, each pixel has a constant
memory consumption of 64 bits per coefficient chunk. We pack the
(index, count)p pair of each pixel in the index image X(p) into a
single 32-bit integer (24 bits for indexp, 8 bits for countp), and use
an integer texture for X(p). The (rn, cn) pair of each pixel in the
coefficient image C(·) is stored as two 16-bit floats in a 16-bit float
texture. In addition, our implementation incurs the typical overhead
for the tiling data structure that enables us to properly deal with
gigapixel images. However, this is independent of the sPDF-maps
representation and inherent to the use of a tiled out-of-core approach.

The image reconstruction stage of E[t(Xp)] for a global function t
is extremely efficient. On a GTX 580 GPU, we compute anti-aliased
color mapping (Sec. 6.1) in 12 ms per Mpixel and coefficient chunk,
with a Wj of 5 ⇥ 5. A histogram slice (Sec. 6.3) can be obtained
at the same rate. This performance is roughly constant for all our
images, and scales linearly with the number of coefficient chunks.
For Laplacian filtering, the performance of computing Laplacian
pyramid coefficients is independent of the pyramid level that is
computed. This is not the case for the original approach of Paris
et al. [2011], where the time for computing each coefficient must
increase with the original image resolution. The approach by Aubry
et al. [2011] is much faster, but depends on pre-computing full-
resolution pyramids, which makes its scalability to gigapixel images
unclear. Using an sPDF-map, all Laplacian pyramid coefficients for
a 1 MPixel image can be computed in around 320 ms, independent of
the original image resolution, scaling linearly. Overall performance
must also take into account the Laplacian pyramid collapse, which
depends on the number of pyramid levels. For a 1024⇥ 1024 view
showing a zoom-in of level 0 of the 47, 908⇥ 7, 531 Night Scene
image (Fig. 8), the pyramid collapse takes around 5 ms, and overall
computation time for the entire 1024⇥ 1024 view is below 400 ms.

8 Applications of sPDF-maps
We view the versatility of the sPDF-maps representation as one of
its biggest strengths. In this section, we illustrate several non-linear
image operators that are all computed from the same data structure.



Figure 8: Local Laplacian filtering with an sPDF-map in O(n) time. (Top row) Night scene of resolution 47, 908⇥ 7, 531 (361 Mpixels).
The top third of the image is shown with detail enhancement (�r = 0.2, ↵ = 0.25), the center third is the original image, and the bottom third
is shown with smoothing (�r = 0.2, ↵ = 3.0). (Bottom row) Images used by Paris et al. [2011]: left-hand image of each pair with detail
enhancement (�r = 0.4, ↵ = 0.25), right-hand image with smoothing (�r = 0.2, ↵ = 2.0). RGB color channels were computed separately.

8.1 Anti-aliased color mapping

Fig. 7 illustrates anti-aliased color mapping vs. first downsampling
and then color mapping for a high-resolution gray-scale image from
the NASA Blue Marble collection [NASA 2005]. The color map is
a standard false color coding often used by scientists to visualize the
underwater depth in bathymetry images. The bottom row illustrates
the two common problems of color-mapping gigapixel images: (1) In
coarser resolution levels, wrong color values are introduced, because
the color map is applied after downsampling. This is especially
visible around the islands of the Philippines depicted in the left zoom-
in. (2) Structures change their shape and/or topology, disappear, or
appear from pyramid level to pyramid level. In the left zoom-in,
entire islands disappear, whereas in the right zoom-in structures of
very large depth in the Mariana Trench successively disappear.

Both of these problems can be avoided by using the same color
map as the function t(r) with the corresponding sPDF-map. This
is illustrated in the center row of the figure. The output image is
computed as described in Sec. 6.1. Each channel of the RGB output
is computed separately, but from the same sPDF-map input, using
the corresponding channel of the color map as the function t(r).

8.2 Fast local Laplacian filtering

Fig. 8 illustrates different examples of detail enhancement and
smoothing, respectively, with the local Laplacian filtering approach
of Paris et al. [2011], but evaluated using sPDF-maps. We have
implemented an interactive application for gigapixel viewing and
filtering that only computes the pixels of image tiles that are cur-
rently visible on screen. This is demonstrated in the video. The
Laplacian pyramid is only computed and collapsed for the parts
actually visible on screen. This approach is greatly facilitated by
the fact that sPDF-maps enable direct computations in each pyramid
level. We compute the filtering as described in Sec. 6.2. Fig. 9
and Fig. 10 compare our results with the publicly available Matlab
implementation of Paris et al. [2011]: Fig. 9 for a zoom-in of the
Bellini image (Fig. 1), and Fig. 10 for the flower shown in Fig. 6a.

8.3 Smoothed local histogram filtering

Fig. 11 illustrates examples of computing smoothed local histogram
filters in image pyramids, and compares the results of standard
downsampling and then filtering with sPDF-maps. Evaluating the

non-linear filter directly for a downsampled image cannot recover
the edges already smoothed away by the linear pre-filter. In contrast,
if the non-linear filter uses the sPDF-map, it is conceptually applied
to the original image followed by pre-filtering and downsampling,
which correctly preserves the non-linearity of the histogram filter.

Fig. 12 illustrates this in more detail for median filtering. The
original image (a) contains salt and pepper noise, which is easily
removed by median filtering (b). However, when the image is first
downsampled (f) and then median-filtered (g), artifacts from the
downsampling are visible. In contrast, sPDF-map median filtering
is able to remove the noise without artifacts. For this example, we
illustrate two different reconstruction kernels Wj , because matching
(a) exactly is hard for sPDF-maps. Our standard Wj of 5 ⇥ 5

smoothes the noise (j); 31 dB compared to (b). Using a Wj of
3 ⇥ 3 produces a better match, however at the price of using two
coefficient chunks (e, bottom half); 33 dB. If only a single chunk
is used, there are not enough coefficients to match the noise (e, top
half); 27 dB. However, median filtering quality is good for a Wj of
3⇥ 3 and two chunks, as well as for a Wj of 5⇥ 5 and one chunk.

8.4 Bilateral filtering

Fig. 13 illustrates bilateral filtering using the sPDF-map represen-
tation vs. standard downsampling followed by bilateral filtering.
Applying the bilateral filter to a downsampled image loses many of
its edge-preserving qualities, because many edges have already been
smoothed away by the linear pre-filter. This problem is reduced
considerably by applying the bilateral filter to the sPDF-map as
described in Sec. 6.2. The top half of Fig. 13 illustrates a zoom-in
of the Bellini image (level 4), where high-frequency detail is lost
in the naive approach. The bottom half of Fig. 13 shows zoom-ins
of level 1 and level 2 of the Barbara image. This illustrates that
applying the bilateral filter to a downsampled image is also problem-
atic for already anti-aliased edges, where using sPDF-maps achieves
much better results. Note that due to the many very thin stripes in
Fig. 13e, we have computed the corresponding sPDF-map with a
Wj of size 3⇥ 3 and two coefficient chunks to obtain a good fit.

9 Discussion and Limitations

We envision sPDF-maps as a powerful alternative to regular image
pyramids, however enabling filter evaluation to exploit direct access
to local distribution functions with a minimal storage overhead.



Figure 9: Local Laplacian smoothing. sPDF-map results vs. the original implementation of Paris et al. (�r = 0.2, ↵ = 2.0). (a,b) level 0
(1, 744⇥ 1, 160); (c,d) level 3 (218⇥ 145). (a,c) Paris et al.; (b,d) sPDF-map. Luminance PSNR [dB] between (a,b) 35, (c,d) 36.

Approximation quality. sPDF-maps offer surprisingly good ap-
proximation quality with very few coefficients, e.g., the same number
of coefficients as image pixels, by exploiting the coherence between
neighboring pdfs in the 3D (space ⇥ range) domain. This property
also enables accurate approximation with Gaussians of constant size.
However, it would be interesting to experiment with adaptive (possi-
bly anisotropic) kernels in the future. For most images, a Gaussian
reconstruction kernel Wj of size 5 ⇥ 5 with just one coefficient
chunk achieves very good quality, both visually and numerically.
The only exceptions that we have encountered are images with very
high frequency content, e.g., Figs. 12a/13e, for which a smaller Wj

of 3⇥ 3 and more coefficient chunks can be used. The results of a
3⇥ 3 kernel with one chunk are numerically on a par with the naive
approach (Fig. 12), and two chunks are clearly better. Furthermore,
in our experience the visual quality is often better than the PSNR
values suggest, i.e., visually closer to the ground truth than the naive
results, even for small PSNR differences. In practice, we use a 5⇥ 5

kernel Wj with one chunk, or a 3⇥ 3 kernel with two chunks.

Classes of filters. The sPDF-maps representation enables the effi-
cient and accurate evaluation of a wide variety of filters. Essentially,
sPDF-maps support any filter that can be evaluated from local 1D
pdfs, which includes many important filters used for photo editing.
However, filters that require more information cannot be evaluated
directly. Examples would be filters that require gradients, such as
anisotropic diffusion, or filters that compare exact neighborhoods,
such as non-local means filtering. Extending sPDF-maps to higher-
dimensional pdfs could enable these kinds of filters in the future.

Apart from these limitations, we think that the biggest current lim-
itation of our method are the pre-computation times required to
compute the sPDF-map coefficients. We would like to explore dif-
ferent optimization strategies for better performance in future work.

10 Conclusions

We have introduced the new sPDF-maps representation and data
structure to compactly represent pre-computed pdfs of pixel neigh-
borhoods in multi-resolution image pyramids. In order to use sPDF-
maps in practice, we have presented an efficient unified method
for evaluating a variety of non-linear image operations from the
same pre-computed representation, which illustrates the versatil-
ity of sPDF-maps. However, we imagine that in the future more
operations can make use of the information represented by pixel
neighborhood pdfs, using the same sPDF-maps data structure.
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Figure 10: Local Laplacian detail enhancement. sPDF-map re-
sults vs. the original implementation of Paris et al. (�r = 0.2,
↵ = 0.5). Flower (800 ⇥ 533) level 0: (a) Paris et al. (b) sPDF-
maps. Luminance PSNR between (a,b) 37 dB. Original in Fig. 6a.
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Figure 12: Median filtering. (a) Original image (320⇥ 428) with salt and pepper noise. (b) Ground truth 5⇥ 5 median applied to level 0,
then downsampled to level 1. (g) Naive equivalent median computed in level 1. sPDF-map where Wj is a Gaussian of size (c,d,e) 3 ⇥ 3,
(h,i,j) 5⇥ 5. Median from sPDF-map with (c,h) 1 coefficient chunk, (d,i) 2 chunks. (f) Gaussian pyramid level 1 (160⇥ 214). (e,j) E[Xp] of
sPDF-map level 1 (top half: 1 coefficient chunk, bottom half: 2 chunks). PSNR [dB] between (g,b): 30, (c,b): 30, (d,b): 36, (h,b): 38, (i,b): 39.

Figure 13: Bilateral filtering. (Top row) Zoom-ins of original 16, 898⇥14, 824 image (a) at level 4: (b) Ground truth bilateral, (c) sPDF-map
bilateral, (d) Naive bilateral. Luminance PSNR [dB] between (c,b) 43, (d,b) 41. (Bottom row) (e) Original image (512⇥ 512). The sPDF-map
of (e) uses a Wj of size 3⇥ 3 and two coefficient chunks. Zoom-ins from (f,g,h,i) level 1, (j,k,l,m) level 2. (f,j) Downsampled image, no bilateral
filtering. (g,k) Ground truth bilateral. (h,l) sPDF-map bilateral. (i,m) Naive bilateral. PSNR [dB] between (h,g) 37, (i,g) 35, (l,k) 38, (m,k) 37.


